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1 INTRODUCTION
Constraint reasoning is a large field encompassing many methods for finding a solution to a set of
constraints. A constraint is a mathematical relation over variables such as 𝑥 > 𝑦, 𝑥 × 𝑦 < 𝑧 × 9.5,
𝑠 ∈ {1, 2, 3} or 𝑠 ⊆ 𝑣 . The semantics of a constraint is the set of valid functions from variables
to values, called assignments, e.g., {{𝑥 ↦→ 𝑎,𝑦 ↦→ 𝑏} | 𝑎 > 𝑏, 𝑎, 𝑏 ∈ Z} for the constraint 𝑥 > 𝑦

over integers. The constraints may be assembled by logical connectives to form a logical formula.
Constraint satisfaction is the problem of finding one or more assignments satisfying a logical formula.
Another fundamental problem is constraint optimization where we seek a best possible solution
according to some criterion, e.g., find a solution with the smallest value of 𝑥 . Constraint satisfaction
and optimization may be applied to many problems from operation research such as scheduling
and vehicle routing, but also from diverse fields including program verification, cryptography,
mathematics, bioinformatics, and musical composition (see, e.g., [RvBW06, BHvMW09]).

Abstract interpretation is a framework to statically analyze programs by over-approximating the
set of values that the variables of a program can take [CC77a] (see also [Min17] for an introduction).
This set of values is represented by a concrete domain, a mathematical structure which is not
necessarily extensionally representable in a machine because it is infinite or very large. A key
idea of abstract interpretation is to approximate this concrete domain with an abstract domain
which has a practical representation. For instance, the set of real numbers {𝑥 ∈ R | 1.1 ≤ 𝑥 ≤ 2.1},
which is not representable because it is infinite, can be over-approximated by the floating point
interval [1.0..2.25]. Alternatively, the concrete set can also be under-approximated by the interval
[1.25..2.0].

ACM Trans. Program. Lang. Syst., Vol. 0, No. 0, Article 0. Publication date: 2021.



Abstract Constraint Programming
draft v0.1 0:3

SAT [DHK13]

SMT [CCM13, DHK14]

Linear programming [CH78]

Logic programming [Cou20]

Continuous constraint programming [PMTB13] (Example 6.6)

Discrete constraint programming (Example 6.7)

Optimization problems

Mixed integer programming

Multi-objective optimization

Multilevel programming

Local search
...

Sec. 4–6

Sec. 7

Sec. 8
(discussion)

Abstract domains

Fig. 1. Abstract constraint solvers

Abstract constraint reasoning is a recent field which studies constraint solvers from the perspective
of abstract interpretation. The data structure of a constraint solver is conceptualized as a lattice,
and the constraint solving techniques are formalized as extensive functions (𝑓 (𝑥) ≥ 𝑥) on this
lattice. The lattice structure and its extensive functions together form an abstract domain of the
constraint solver. We give in Figure 1 some references to existing abstract constraint solvers, as
well as constraint solvers not yet studied with abstract interpretation. There are at least three
advantages to be obtained from generalizing solving techniques to a lattice-theoretic framework:
(1) It imports the techniques from one field to the another.
(2) It allows us to combine the different approaches to obtain more efficient hybrid methods.
(3) It promises to give us a better understanding of the techniques of different fields in a unified

theory.
In [DHK13], it is shown how the conflict driven clause learning algorithm of SAT solvers can be
generalized and transfered to other abstract domains. Hybrid approaches can be easily designed
thanks to the various combinations of abstract domains, namely products, available in abstract
interpretation. For instance, the Nelson-Oppen theory combination procedure was shown to be a
product of domains [CCM13].We also studied different generic products in previous work [TCMT19,
TMT20]. We further discuss existing and prospective abstract constraint solvers in Section 8.

In this paper, we contribute new abstract domains capturing the essence of discrete and continu-
ous constraint programming, search algorithms and optimization problems. In particular, our work
extends [PMTB13]—dedicated to continuous constraint programming—to a unified presentation of
both discrete and continuous solving algorithms. We put an emphasis on filling the gap between
practical implementations and theory. Indeed, the theoretical abstract framework presented in this
paper is informed by our previous experience in implementing abstract domains for constraint
reasoning1 [TCMT19, TMT20].

Contributions and roadmap. In order to keep this paper self-contained, we start in Section 2 with
background material on first-order logic and lattice theory. Section 3 introduces the concepts of
concrete and abstract domains and their relations to satisfiability. Our definition of abstract domain

1https://github.com/ptal/AbSolute
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refines those of previous work [PMTB13, TMT20]. Our first contribution is to unify both under-
and over-approximating domains in a single framework.

A constraint solver is the combination of many components including the domain of the variables,
the constraints and the search tree and search strategies. There is usually a distinction between
the model (variables and constraints) and the control (search tree and search strategies). This
distinction was already made in the early days of logic programming by the equation “logic +
control = algorithm” [Kow79]. Our second contribution is to show that all these components can
be represented as abstract domains with the same interface. The model and control are analogous
parts of our framework. Moreover, this is the first time the search component of a constraint
solver is formalized as an abstract domain. We present this contribution incrementally. We start by
introducing several domains of variable in Section 4 including integers, floating-point numbers and
sets. Section 5 discusses abstract domains for constraints which are built on domains of variable.
The control part is discussed in Section 6 where we construct the search tree abstract domain.
Along the way, we also survey and connect many existing works to our abstract framework.

In Section 7, we present an abstract optimization procedure on under- and over-approximating
abstract domains. The third contribution is to lift two branch-and-bound (BAB) optimization
algorithms to a lattice-theoretic framework. As we discuss in Section 8.2, our generalization
encompasses the branch-and-bound algorithms used in multi-objective optimization and mixed
integer programming.

Our fourth contribution is to establish theorems for combining under- and over-approximating
abstract domains. In Sections 5.3 and 5.4, we study general conditions to correctly combine functions
on abstract domains while preserving under- and over-approximations. In Sections 6.4 and 6.5,
we extend these results to non-monotone functions over the search tree abstract domain. As our
results are established in a very general lattice-theoretic framework, they can be reused to prove
the correctness of new abstract constraint solvers. In particular, we establish the properties of the
abstract optimization procedures in Section 7 thanks to these results.
Previously, we proposed a search strategy language [Tal19] based on lattice theory, which is

incomplete due to the lack of treatment of under- and over-approximation properties. Our long term
goal is to propose a programming language for computing with abstract domains, and automatically
proving under- and over-approximating properties. This paper is a first step towards this goal. We
discuss this aspect in Section 8.4.

2 BACKGROUND
2.1 First-order logic
We fix the terminology surrounding the syntax of first-order logic (FOL) used throughout this paper.
A first-order signature 𝑆 is a triple ⟨𝑋, 𝐹, 𝑃⟩ where 𝑋 is the set of variables, 𝐹 the set of function
symbols and 𝑃 the set of predicate symbols. We write 𝑥,𝑦, . . . ∈ 𝑋 to denote variables, 𝑓 , 𝑔, . . . ∈ 𝐹
for function symbols and 𝑝, 𝑞, . . . ∈ 𝑃 for predicate symbols. Each function and predicate symbol
has an arity 𝑛 ≥ 0. A function symbol (resp. predicate symbol) with an arity of 0 is called a constant
(resp. Boolean atom). A term is either a variable or a function whose arguments are terms. An
atom (atomic formula) is a predicate 𝑝 (𝑡1, . . . , 𝑡𝑛) whose arguments 𝑡1, . . . , 𝑡𝑛 are terms. A literal
is either an atom 𝑎 or its negation ¬𝑎. A formula is built by the usual existential quantifier ∃, the
universal quantifier ∀ and the (non-minimal) set of Boolean connectives {¬,∧,∨,⇒,⇔}. We say
that a formula 𝜑 (or term 𝑡 ) is closed (or ground) if there is no variable free in 𝜑 (or 𝑡 ). We denote
the set of free variables of 𝜑 by FV (𝜑). A sentence is a closed formula. A theory is a set of sentences
based on a signature 𝑆 . A clause is a disjunction of literals ℓ1 ∨ . . . ∨ ℓ𝑛 . A formula in conjunctive
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normal form (CNF) is a conjunction of clauses. The substitution 𝜑 [𝑥 ↦→ 𝑡] denotes the formula 𝜑 in
which all occurrences of a variable 𝑥 free in 𝜑 have been replaced by the term 𝑡 .

We consider model-theoretic semantics, pioneered by Tarski in 1933 [Tar33], which is the promi-
nent semantics adopted in the field of constraint programming. Given a signature 𝑆 = (𝑋, 𝐹, 𝑃), a
structure 𝐴 is a tuple (𝐷, JK𝐹 , JK𝑃 ) where (i) 𝐷 is a non-empty set of elements—called the universe
of discourse, (ii) JK𝐹 is a function mapping function symbols 𝑓 ∈ 𝐹 with arity 𝑛 to interpreted
functions 𝑓𝐴 : 𝐷𝑛 → 𝐷 , and (iii) JK𝑃 is a function mapping predicate symbols 𝑝 ∈ 𝑃 with arity 𝑛 to
interpreted predicates 𝑝𝐴 ⊆ 𝐷𝑛 . An assignment is a function 𝑋 → 𝐷 mapping variables to values.
We denote the set of assignment by Asn. Let 𝑎 ∈ 𝐴𝑠𝑛, we write 𝑎[𝑥 ↦→ 𝑑] the assignment in which
we updated the value of 𝑥 by 𝑑 in 𝑎. The syntax and semantics are related by the ternary relation
𝐴 ⊨𝑎 𝜑 , called the entailment, where 𝐴 is a structure, 𝑎 ∈ Asn an assignment and 𝜑 a first-order
formula. It is read as “the formula 𝜑 is satisfied by the assignment 𝑎 in the structure 𝐴”. We first
give the interpretation function JK𝑎 for evaluating the terms of the language:

J𝑥K𝑎 = 𝑎(𝑥) if 𝑥 ∈ 𝑋
J𝑓 (𝑡1, . . . , 𝑡𝑛)K𝑎 = J𝑓 K𝐹 (J𝑡1K𝑎, . . . , J𝑡𝑛K𝑎)

The relation ⊨ is defined inductively as follows:

𝐴 ⊨𝑎 𝑝 (𝑡1, . . . , 𝑡𝑛) if (J𝑡1K𝑎, . . . , J𝑡𝑛K𝑎) ∈ J𝑝K𝑃
𝐴 ⊨𝑎 𝜑1 ∧ 𝜑2 if 𝐴 ⊨𝑎 𝜑1 and 𝐴 ⊨𝑎 𝜑2
𝐴 ⊨𝑎 𝜑1 ∨ 𝜑2 if 𝐴 ⊨𝑎 𝜑1 or 𝐴 ⊨𝑎 𝜑2
𝐴 ⊨𝑎 ¬𝜑 if 𝐴 ⊨𝑎 𝜑 does not hold
𝐴 ⊨𝑎 ∃𝑥, 𝜑 if there exists 𝑑 ∈ 𝐷 such that 𝐴 ⊨𝑎 [𝑥 ↦→𝑑 ] 𝜑
𝐴 ⊨𝑎 ∀𝑥, 𝜑 if for all 𝑑 ∈ 𝐷, we have 𝐴 ⊨𝑎 [𝑥 ↦→𝑑 ] 𝜑

2.2 Lattice theory
In this section, we follow the definitions and style of the book [DP02], other references include [Bir67,
Gra78]. A partially ordered set (poset) is a pair ⟨𝑃, ≤⟩ such that 𝑃 is a set and ≤, called the order
of 𝑃 , is a reflexive, antisymmetric and transitive relation. The strict order relation < is defined as
𝑥 < 𝑦 ⇔ 𝑥 ≤ 𝑦 ∧ 𝑥 ≠ 𝑦 for all 𝑥,𝑦 ∈ 𝑃 . The reversed order ≥ is defined by 𝑥 ≤ 𝑦 ⇔ 𝑦 ≥ 𝑥 . Given a
poset ⟨𝑃, ≤⟩ and 𝑆 ⊆ 𝑃 , 𝑥 ∈ 𝑃 is a lower bound of 𝑆 if ∀𝑦 ∈ 𝑆, 𝑥 ≤ 𝑦. We denote the set of all lower
bounds of 𝑆 by 𝑆 ℓ . A lower bound 𝑥 ∈ 𝑃 of 𝑆 is the greatest lower bound of 𝑆 if ∀𝑦 ∈ 𝑆 ℓ , 𝑥 ≥ 𝑦. The
(least) upper bound and the set of all upper bounds 𝑆𝑢 are defined dually by reversing the order
(using ≥ instead of ≤ in the definitions and vice-versa).

Definition 2.1 (Lattice). A poset ⟨𝐿, ≤⟩ is a lattice if every pair of elements 𝑥,𝑦 ∈ 𝐿 has both a
least upper bound and a greatest lower bound. A bounded lattice has a largest element ⊤ ∈ 𝐿, called
top, such that ∀𝑥 ∈ 𝐿, 𝑥 ≤ ⊤ and an least element ⊥ ∈ 𝐿, called bottom, such that ∀𝑥 ∈ 𝐿, ⊥ ≤ 𝑥 . A
complete lattice has a least upper bound and greatest lower bound for every subset 𝑆 ⊆ 𝐿.

As a matter of convenience and when no ambiguity arises, we simply write 𝐿 instead of ⟨𝐿, ≤⟩ when
referring to ordered structures. Also, we refer to the ordering of the lattice 𝐿 as ≤𝐿 and similarly
for any operation defined on 𝐿.

Alternatively, a lattice can be viewed as an algebraic structure ⟨𝐿,⊔,⊓⟩ where the join operation
𝑥⊔𝑦 is the least upper bound of the set {𝑥,𝑦} and themeet operation 𝑥⊓𝑦 is its greatest lower bound.
We use the notation

⊔
𝑆 (resp.

d
𝑆) to denote the least upper bound (resp. greatest lower bound) of

the set 𝑆 . The operation ⊔ is associative ((𝑥 ⊔ 𝑦) ⊔ 𝑧 = 𝑥 ⊔ (𝑦 ⊔ 𝑧)), commutative (𝑥 ⊔ 𝑦 = 𝑦 ⊔ 𝑥),
idempotent (𝑥 ⊔ 𝑥 = 𝑥 ) and absorbing (𝑥 ⊔ (𝑥 ⊓𝑦) = 𝑥 ). This is defined dually for ⊓. The structures
⟨𝐿, ≤⟩ and ⟨𝐿,⊔,⊓⟩ are connected by the following lemma.
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Lemma 2.2 (The Connecting Lemma [DP02]). Let 𝐿 be a lattice and 𝑎, 𝑏 ∈ 𝐿. Then the following
are equivalent: 𝑎 ≤ 𝑏, 𝑎 ⊔ 𝑏 = 𝑏 and 𝑎 ⊓ 𝑏 = 𝑎.

This lemma implies that whenever we define the order ≤, the operators ⊔ and ⊓ are automatically
entailed by ≤. However, because it is not always straightforward to derive one operator from the
others, we usually define all three operators, without further mentioning this correspondence.

We understand the algebraic notation in the sense of information systems [Sco82]. An information
system views the order ≤ as a “contains less information than” relation, the bottom element ⊥
as the element with the least information, and the top element ⊤ as the element that contains all
the information. In the lattices presented in this paper, ⊤ will always represent an inconsistent
element, although other elements of the lattice might be inconsistent too. This will be made clear
in Section 3. The elements of a set will represent the states of a computation, and functions over
these states will represent a computation. Constraint solving algorithms will be the computation of
interest in this paper. We capture several properties and terminology on functions as follows.

Definition 2.3. Let ⟨𝑃, ≤⟩ and ⟨𝑄, ≤⟩ be posets.
(1) 𝑓 : 𝑃 → 𝑃 is idempotent if ∀𝑥 ∈ 𝑃, 𝑓 (𝑓 (𝑥)) = 𝑓 (𝑥),
(2) 𝑓 : 𝑃 → 𝑃 is extensive if ∀𝑥 ∈ 𝑃, 𝑥 ≤ 𝑓 (𝑥),
(3) 𝑓 : 𝑃 → 𝑄 is monotone if ∀𝑥,𝑦 ∈ 𝑃, 𝑥 ≤𝑃 𝑦 ⇒ 𝑓 (𝑥) ≤𝑄 𝑓 (𝑦),
(4) 𝑓 : 𝑃 → 𝑄 is an order-embedding if ∀𝑥,𝑦 ∈ 𝑃, 𝑥 ≤𝑃 𝑦 ⇔ 𝑓 (𝑥) ≤𝑄 𝑓 (𝑦),
(5) A function that is idempotent, extensive and monotone is called a closure operator,
(6) We write (𝑓 ◦ 𝑔) (𝑥) for the functional composition 𝑓 (𝑔(𝑥)), and 𝑓 𝑖 for 𝑓 ◦ 𝑓 ◦ . . . ◦ 𝑓︸           ︷︷           ︸

𝑖 times

, 𝑖 ≥ 0.

(7) A fixed point of a function 𝑓 : 𝑃 → 𝑃 is an element 𝑥 ∈ 𝑃 such that 𝑓 (𝑥) = 𝑥 . We denote as
fp(𝑓 ) def= {𝑥 ∈ 𝑃 | 𝑓 (𝑥) = 𝑥} the set of fixed points of 𝑓 .

The extensive property is one of the most important concepts in this paper. An extensive function
captures a computation over a lattice which progresses from bottom upwards, as we gather more
information as the computation goes on. We will show that many combinatorial solvers are actually
extensive functions over suitable lattices. We also define chain conditions, which will be useful to
relate extensive functions and termination.

Definition 2.4 (ACC and DCC). Let 𝐿 be a lattice. 𝐿 satisfies the ascending chain condition (ACC)
if for all increasing chains 𝑥1 ≤ . . . ≤ 𝑥𝑛 ≤ . . . of elements in 𝐿, we have a 𝑘 ∈ N such that
𝑥𝑘 = 𝑥𝑘+1 = . . .. Dually, 𝐿 satisfies the descending chain condition (DCC) if for all decreasing chains
𝑥1 ≥ . . . ≥ 𝑥𝑛 ≥ . . ., we have 𝑘 ∈ N such that 𝑥𝑘 = 𝑥𝑘+1 = . . ..

As a computer scientist builds data structures from existing ones, we can also derive new lattices
from more basic ones. We define a number of useful constructions for the rest of this paper. We
will use and illustrate these constructions as we progress in the paper.

Definition 2.5 (Lattice constructions). Let ⟨𝐿, ≤,⊔,⊓,⊥,⊤⟩ and ⟨𝐾, ≤,⊔,⊓,⊥,⊤⟩ be two bounded
lattices. Then new lattices can be obtained by the following constructions:
(1) Duality: ⟨𝐿𝜕, ≥,⊓,⊔,⊤,⊥⟩.
(2) Cartesian product: ⟨𝐿 × 𝐾, ≤,⊔,⊓,⊥,⊤⟩ where:
• 𝐿 × 𝐾 def

= {(𝑥,𝑦) | 𝑥 ∈ 𝐿,𝑦 ∈ 𝐾},
• (𝑥,𝑦) ≤ (𝑥 ′, 𝑦 ′) def= 𝑥 ≤𝐿 𝑥 ′ ∧ 𝑦 ≤𝐾 𝑦 ′,
• (𝑥,𝑦) ⊔ (𝑥 ′, 𝑦 ′) def= (𝑥 ⊔𝐿 𝑥 ′, 𝑦 ⊔𝐾 𝑦 ′),
• (𝑥,𝑦) ⊓ (𝑥 ′, 𝑦 ′) def= (𝑥 ⊓𝐿 𝑥 ′, 𝑦 ⊓𝐾 𝑦 ′),
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• ⊥ def
= (⊥𝐿,⊥𝐾 ), ⊤

def
= (⊤𝐿,⊤𝐾 ),

For 𝑥1 ∈ 𝐿, 𝑥2 ∈ 𝐾 , we define the projection 𝜋𝑖 (𝑥1, 𝑥2) = 𝑥𝑖 , for 𝑖 ∈ {1, 2}. For the sake of
readability, we also extend the projection over any subset 𝑆 ⊆ 𝐿×𝐾 as 𝜋𝑖 [𝑆] = {𝜋𝑖 (𝑥) | 𝑥 ∈ 𝑆}.

(3) Pointwise lifting: ⟨[𝑋 ↛ 𝐿], ≤,⊔,⊓,⊥,⊤⟩ where:
• 𝑋 is a set, [𝑋 ↛ 𝐿] is the set of all partial functions from 𝑋 to 𝐿.
• 𝜎 ≤ 𝜏 def

= ∀𝑥 ∈ 𝜋1 [𝜎], 𝑥 ∈ 𝜋1 [𝜏] ∧ 𝜎 (𝑥) ≤𝐿 𝜏 (𝑥) where 𝜋1 [𝜎] denotes the domain of 𝜎 ,

• 𝜎 ⊔ 𝜏 def
= _𝑥.


𝜎 (𝑥) ⊔𝐿 𝜏 (𝑥) if 𝑥 ∈ 𝜋1 [𝜎] ∩ 𝜋1 [𝜏]
𝜎 (𝑥) if 𝑥 ∈ 𝜋1 [𝜎] \ 𝜋1 [𝜏]
𝜏 (𝑥) if 𝑥 ∈ 𝜋1 [𝜏] \ 𝜋1 [𝜎]

• 𝜎 ⊓ 𝜏 def
= _𝑥.𝜎 (𝑥) ⊓𝐿 𝜏 (𝑥),

• ⊥ is the empty function, and ⊤ def
= _𝑥 .⊤𝐿 .

This definition is similar for the lattice of all total functions that we write [𝑋 → 𝐿].
(4) Powerset completion: ⟨P(𝐿), ⊆,∪,∩, {}, 𝐿⟩.
(5) Linear sum: 𝐿 ⊕ 𝐾 = ⟨𝐿 ∪ 𝐾, ≤,⊔,⊓,⊥,⊤⟩ where:
• 𝑥 ≤ 𝑦 def

= 𝑥 ≤𝐿 𝑦 ∨ 𝑥 ≤𝐾 𝑦 ∨ (𝑥 ∈ 𝐿 ∧ 𝑦 ∈ 𝐾). Intuitively, the element in 𝐾 are greater than
all elements in 𝐿.

• 𝑥 ⊔ 𝑦 def
=


𝑥 ⊔𝐿 𝑦 if 𝑥,𝑦 ∈ 𝐿
𝑥 ⊔𝐾 𝑦 if 𝑥,𝑦 ∈ 𝐾
𝑥 if 𝑥 ∈ 𝐾,𝑦 ∈ 𝐿
𝑦 if 𝑦 ∈ 𝐾, 𝑥 ∈ 𝐿

𝑥 ⊓ 𝑦 def
=


𝑥 ⊓𝐿 𝑦 if 𝑥,𝑦 ∈ 𝐿
𝑥 ⊓𝐾 𝑦 if 𝑥,𝑦 ∈ 𝐾
𝑥 if 𝑥 ∈ 𝐿,𝑦 ∈ 𝐾
𝑦 if 𝑦 ∈ 𝐿, 𝑥 ∈ 𝐾

• ⊥ def
= ⊥𝐿 , ⊤

def
= ⊤𝐾 .

An issue with the powerset completion is that two distinct elements 𝑎 and 𝑏, such that 𝑎 ≤ 𝑏 ∈ 𝐿,
are not ordered in P(𝐿) since {𝑎} ⊈ {𝑏}. This stems from the fact that the powerset completion
views its elements as atomic, and that its ordering is defined regardless of the structure of 𝐿. A
traditional way of dealing with this issue is to take the down-set or up-set completion of the base
lattice.

Definition 2.6 (Down-set and up-set). Let 𝑃 be a poset, and 𝑆 ⊆ 𝑃 . The down-set ↓𝑆 and up-set ↑𝑆
are defined by:

↓𝑆 = {𝑦 ∈ 𝑃 | ∃𝑥 ∈ 𝑆,𝑦 ≤ 𝑥} ↑𝑆 = {𝑦 ∈ 𝑃 | ∃𝑥 ∈ 𝑆,𝑦 ≥ 𝑥}
Let 𝑎 ∈ 𝑃 , then we write ↓𝑎 for ↓{𝑎} and ↑𝑎 for ↑{𝑎}. The set of all down-sets of 𝑃 is denotedD(𝑃),
and the set of all up-sets is denotedU(𝑃).

Theorem 2.7. ⟨D(𝑃), ⊆,∪,∩, {}, 𝑃⟩ and ⟨U(𝑃), ⊇,∩,∪, 𝑃, {}⟩ are complete lattices.

This theorem is a standard result, see, e.g., [DP02]. We remark that these two lattices are isomorphic
as the complement of an upset is a downset and vice versa. From an implementation standpoint, a
drawback of these completions is that an element {𝑎, 𝑏} ∈ D(𝐿) might contain redundant elements
if 𝑎 ≤𝐿 𝑏. From the viewpoint of information systems, 𝑏 already contains all the information
contained in 𝑎, thus we do not need 𝑎. To overcome this drawback, we consider the antichains of a
lattice 𝐿. Intuitively, the elements of an antichain are not comparable to each other. We first give
some definitions concerning antichains.

Definition 2.8 (Antichain, minimal and maximal elements). Let ⟨𝐿, ≤⟩ be a lattice. An antichain is
a set 𝑆 ⊆ 𝐿 such that for all pairs of elements 𝑎, 𝑏 ∈ 𝑆 , we have 𝑎 ≤ 𝑏 ⇔ 𝑎 = 𝑏. Given a set 𝑄 ⊆ 𝐿,
the set of its minimal and maximal elements are defined as follows:

Min 𝑄 = {𝑥 ∈ 𝑄 | ∀𝑦 ∈ 𝑄, ¬(𝑥 >𝐿 𝑦)} Max 𝑄 = {𝑥 ∈ 𝑄 | ∀𝑦 ∈ 𝑄, ¬(𝑥 <𝐿 𝑦)}
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By definition, Min 𝑄 and Max 𝑄 are antichains.

Example 2.9. Consider the set of sets 𝑆 = {{0, 1}, {1, 2}, {0}, {1}} ⊂ P(Z) such that each element
in 𝑆 is ordered by subset inclusion. Then we have Min 𝑆 = {{0}, {1}} and Max 𝑆 = {{0, 1}, {1, 2}}.

Lemma 2.10. If 𝑄 is a non-empty finite set, then the sets of minimal and maximal elements Min 𝑄
andMax 𝑄 are not empty. Moreover, for all elements 𝑥 in𝑄 , there is a representative element𝑦 ∈ Max 𝑄
that contains more information than 𝑥 , i.e., 𝑥 ≤ 𝑦, and dually for Min 𝑄 .

The second part of the lemma shows that the setMax 𝑄 “contains all the information” contained in
𝑄 , i.e., we do not lose information when taking the antichain. This is not generally true for infinite
sets. Because an infinite chain𝐶 does not necessarily have a maximal element, we haveMax 𝐶 = {}.
Therefore, the information about this chain is lost, and some elements lack a representative element.

We equip the set of antichains of a lattice with two isomorphic orderings called the Hoare
and Smyth orderings. These orderings were first explored in domain theory, in the context of
powerdomains [Plo76, Smy78]. An application of powerdomains is to give a semantics to nonde-
terministic language constructs such as guarded commands [Sco82]. We consider the Hoare and
Smyth constructions in the context of lattice theory here. We write Pf (𝐿) the set of finite subsets
of 𝐿.

Definition 2.11 (Hoare construction). Let ⟨𝐿, ≤⟩ be a lattice. Then the Hoare construction ⟨𝐿𝐻 , ≤
,⊔,⊓,⊥,⊤⟩ is defined as follows:
• 𝐿𝐻 = {𝑆 ⊆ Pf (𝐿) | 𝑆 is an antichain in 𝐿},
• 𝑋 ≤ 𝑌 def

= ∀𝑥 ∈ 𝑋, ∃𝑦 ∈ 𝑌, 𝑥 ≤𝐿 𝑦,
• 𝑋 ⊔ 𝑌 def

= Max (𝑋 ∪ 𝑌 ),
• 𝑋 ⊓ 𝑌 def

= Max {𝑥 ⊓𝐿 𝑦 | 𝑥 ∈ 𝑋 ∧ 𝑦 ∈ 𝑌 },
• ⊥ def

= {} and ⊤ def
= {⊤𝐿}.

Definition 2.12 (Smyth construction). Let ⟨𝐿, ≤⟩ be a lattice. Then the Smyth construction ⟨𝐿𝑆 , ≤
,⊔,⊓,⊥,⊤⟩ is defined as follows:
• 𝐿𝑆 = {𝑆 ⊆ Pf (𝐿) | 𝑆 is an antichain in 𝐿},
• 𝑋 ≤ 𝑌 def

= ∀𝑦 ∈ 𝑌, ∃𝑥 ∈ 𝑋, 𝑥 ≤𝐿 𝑦,
• 𝑋 ⊔ 𝑌 def

= Min {𝑥 ⊔𝐿 𝑦 | 𝑥 ∈ 𝑋 ∧ 𝑦 ∈ 𝑌 },
• 𝑋 ⊓ 𝑌 def

= Min (𝑋 ∪ 𝑌 ),
• ⊥ def

= {⊥𝐿} and ⊤
def
= {}.

When the base lattice 𝐿 is clear from the context, we will write ≤𝐻 instead of ≤𝐿𝐻 to improve the
readability (and similarly for other operations, as well as those of the Smyth construction).

We give some intuitions on these constructions, and then prove they generate lattices. The choice
of the Hoare or Smyth lattice very much depends on the semantics we want to give to the base
lattice. For example, let {𝑎, 𝑏} be an antichain in the base lattice 𝐿. Both orderings allow us to refine
𝑎 or 𝑏 with respect to ≤𝐿 , thus we have {𝑎, 𝑏} ≤ {𝑎, 𝑐} if 𝑏 ≤𝐿 𝑐 . The essence of the Hoare lattice
𝐿𝐻 lies in the fact that an antichain {𝑎, 𝑏} can be extended with any new element 𝑑 ∈ 𝐿 that is not
comparable to 𝑎 or 𝑏, thus obtaining the new antichain {𝑎, 𝑏, 𝑑}. This explains why ⊥𝐻 is the empty
set: we can add new elements as the computation progresses; ⊤𝐻 being the join of all information.
Dually, the Smyth lattice allows us to forget about some uninteresting elements—for example
inconsistent states—and thus we have {𝑎, 𝑏} ≤𝑆 {𝑎}. The Smyth view of the world considers that a
computation starts with too much information that needs to be refined.
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We now prove that 𝐿𝐻 and 𝐿𝑆 are lattices if 𝐿 is a lattice. To show that, we rely on embeddings
from 𝐿𝐻 to D(𝐿), and from 𝐿𝑆 toU(𝐿).

Lemma 2.13. Let 𝐿 be a lattice. The functions

𝛾𝐻 : 𝐿𝐻 → D(𝐿) 𝛾𝑆 : 𝐿𝑆 →U(𝐿)
𝛾𝐻 (𝑋 ) = ↓𝑋 𝛾𝑆 (𝑋 ) = ↑𝑋

are order-embeddings.

Proof. We prove this lemma for 𝛾𝐻 , as the proof for 𝛾𝑆 is similar. Let 𝑋,𝑌 ∈ 𝐿𝐻 , then we have:
𝑋 ≤𝐻 𝑌 ⇔ 𝛾𝐻 (𝑋 ) ≤D(𝐿) 𝛾𝐻 (𝑌 )

∀𝑎 ∈ 𝑋, ∃𝑏 ∈ 𝑌, 𝑎 ≤𝐿 𝑏 ⇔ ↓𝑋 ⊆ ↓𝑌
• (⇒) For all 𝑎 ∈ 𝑋 , there is 𝑏 ∈ 𝑌 such that 𝑎 ≤𝐿 𝑏. Hence, we have ↓𝑎 ⊆ ↓𝑏 ⊆ ↓𝑌 . Since it
holds for all 𝑎 ∈ 𝑋 , we have ∪𝑎∈𝑋↓𝑎 = ↓𝑋 ⊆ ↓𝑌 .
• (⇐) Let 𝑎 ∈ ↓𝑋 , then there exists 𝑏 ∈ ↓𝑌 such that 𝑎 ≤𝐿 𝑏. Moreover, there must exist 𝑐 ∈ 𝑌
such that 𝑏 ≤ 𝑐 , because 𝑌 is a finite set. Therefore, for all 𝑎 ∈ ↓𝑋 , hence all 𝑎 ∈ 𝑋 , there is
an element 𝑐 ∈ 𝑌 such that 𝑎 ≤𝐿 𝑐 .

□

Lemma 2.14. Let 𝐿 be a lattice. 𝛾𝐻 and 𝛾𝑆 are lattice homomorphisms, that is, for all 𝑋,𝑌 ∈ 𝐿𝐻 ,
𝛾𝐻 (𝑋 ⊔ 𝑌 ) = 𝛾𝐻 (𝑋 ) ⊔ 𝛾𝐻 (𝑌 ) and 𝛾𝐻 (𝑋 ⊓ 𝑌 ) = 𝛾𝐻 (𝑋 ) ⊓ 𝛾𝐻 (𝑌 ) (similarly for 𝛾𝑆 ).

Proof. We have 𝛾𝐻 (𝑋 ⊔𝐻 𝑌 ) = ↓Max (𝑋 ∪𝑌 ) = ↓(𝑋 ∪𝑌 ) = ↓𝑋 ∪↓𝑌 = 𝛾𝐻 (𝑋 ) ⊔𝛾𝐻 (𝑌 ). The meet
is proved as follows: 𝛾𝐻 (𝑋 ⊓𝐻 𝑌 ) = ↓(Max {𝑥 ⊓𝐿 𝑦 | 𝑥 ∈ 𝑋 ∧𝑦 ∈ 𝑌 } = ↓({𝑥 ⊓𝐿 𝑦 | 𝑥 ∈ 𝑋 ∧𝑦 ∈ 𝑌 }).
We have 𝑥 ⊓𝐿 𝑦 ∈ ↓𝑋 ∩↓𝑌 for all 𝑥 ∈ 𝑋 and 𝑦 ∈ 𝑌 , therefore ↓({𝑥 ⊓𝐿 𝑦 | 𝑥 ∈ 𝑋 ∧𝑦 ∈ 𝑌 }) ⊆ ↓𝑋 ∩↓𝑌 .
Let 𝑧 ∈ ↓𝑋 ∩ ↓𝑌 , then necessarily there is 𝑥 ∈ 𝑋 and 𝑦 ∈ 𝑌 such that 𝑧 ≤𝐿 𝑥 and 𝑧 ≤𝐿 𝑦, thus
𝑧 ≤𝐿 𝑥 ⊓𝐿 𝑦 and ↓𝑧 ⊆ ↓(𝑥 ⊓𝐿 𝑦). Since this holds for all 𝑧 ∈ ↓𝑋 ∩ ↓𝑌 , we have ↓({𝑥 ⊓𝐿 𝑦 | 𝑥 ∈
𝑋 ∧ 𝑦 ∈ 𝑌 }) ⊇ ↓𝑋 ∩ ↓𝑌 . Because both the join and meet operations are preserved, we conclude
that 𝛾𝐻 is a lattice homomorphism. The proof is similar for 𝛾𝑆 . □

Proposition 2.15. Let 𝐿 be a lattice, then ⟨𝐿𝐻 , ≤⟩ and ⟨𝐿𝑆 , ≤⟩ are lattices.

Proof. Because 𝛾𝐻 is an order-embedding (Lemma 2.13) and a homomorphism (Lemma 2.14),
the sublattice 𝛾𝐻 (𝐿𝐻 ) of D(𝐿) is isomorphic to 𝐿𝐻 (this is a standard result, see, e.g., [DP02]).
Therefore, 𝐿𝐻 must be a lattice. The same goes for 𝐿𝑆 . □

As an additional result, Crampton and Loizou have shown that 𝛾𝐻 is a lattice isomorphism when
the base lattice 𝐿 is finite [CL01].

3 ABSTRACT CONSTRAINT PROGRAMMING
In the last decade, abstract interpretation has shown promising results towards providing a “grand
unification theory” among the fields of constraint reasoning [PMTB13, DHK13, DHK14, CCM13,
TMT20]. Figure 2a presents in a nutshell the fragment of abstract interpretation we are interested
in. The syntax of a program, or in our case, of a constraint problem is represented by a set Φ of
first-order formulas. We interpret a formula 𝜑 in a concrete or abstract domain respectively with
J𝜑K♭ and J𝜑K♯. The concrete domain represents the mathematical semantics of this formula, which
is its exact set of solutions, possibly infinite and not extensionally representable in a computer. The
abstract domain usually corresponds to the machine semantics of this formula, which might under-
or over-approximate the set of solutions of the concrete domain. An over-approximation contains
all solutions but might also contain non-solution elements. In contrast, an under-approximation
contains only solutions but not necessarily all. Moreover, the abstract and concrete domains are
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JK♯ JK♭

𝛾

Φ

𝐷♯ 𝐷♭

(a) General diagram.

JK♯ JK♭

𝛾

𝑥 > 2.25 ∧ 𝑥 < 2.75 ∈ Φ

F × F P(R)
(b) Example on continuous domain.

Fig. 2. Non-commuting diagram of the functions connecting a logical formula, a concrete domain and an
abstract domain.

connected by a monotonic concretization function 𝛾 : 𝐷♯ → 𝐷♭. We illustrate this fundamental
notion of approximation on an example.

Example 3.1. Approximations are particularly illuminating on continuous domains, such as real
numbers, which in practice can be approximated with floating point numbers. We show in Figure 2b
the instantiation of the general diagram to a continuous domain. Let 𝑥 > 2.25 ∧ 𝑥 < 2.75 ∈ Φ be a
logical formula. Then the concrete solution set of this formula is {𝑥 ∈ R | 𝑥 > 2.25 ∧ 𝑥 < 2.75}. It is
not possible to represent all real numbers in a machine. Therefore, we rely on the abstract domain
of floating point intervals F × F. We can approximate the concrete solution set in this abstract
domain in two possible ways:
• Over-approximation: J𝑥 > 2.25 ∧ 𝑥 < 2.75K♯↑ = [2.25..2.75] ∈ F2 (2.25 and 2.75 are not
solutions).
• Under-approximation: J𝑥 > 2.25 ∧ 𝑥 < 2.75K♯↓ = [2.375..2.625] ∈ F

2 (2.3 and 2.7 are missing
solutions). A tighter representation is possible by taking the closest floating point number
after 2.25 and before 2.75, but some solutions will still be missing.

Note that with a more expressive abstract domain (such as open intervals), this formula might be
exactly represented. However, in general, it is not always possible to exactly represent a formula.

Remark. In the field of abstract interpretation, under- and over-approximations are related to
soundness and completeness properties of the abstraction, respectively. Unfortunately, in the
field of constraint solving, under-approximation matches the completeness property and over-
approximation the soundness property. To avoid confusion, we will simply talk about these proper-
ties as under- or over-approximations. We formally define them in Section 3.2.

We now make precise the definitions of the concrete and abstract domains. This section forms
the theoretical backbone for the next sections in which we create various constraint solvers as
abstract domains.

3.1 Concrete domain
The universe of discourse is the set of possible values for a variable in a solution. The concrete
domain automatically unfolds from the universe of discourse.

Definition 3.2 (Concrete domain). Let 𝑉 be a set of values, the universe of discourse, and 𝑋 a set
of variables. We have Asn = [𝑋 → 𝑉 ], the set of all assignments of the variables to values. The
concrete domain 𝐷♭ = ⟨P(Asn), ⊇⟩ is the dual lattice of the powerset of assignments.

The solution space is the dual of the powerset completion since we have fewer solutions when
we add more constraints, thereby having more information about the problem. Given a structure 𝐴,
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we connect a logical formula to an element of the concrete domain as follows:

J.K♭ : Φ→ 𝐷♭

J𝜑K♭ = {𝑎 ∈ Asn | 𝐴 ⊨𝑎 𝜑}

We connect the entailment relation ⊨ to the lattice operators as follows:

JtrueK♭ def
= ⊥♭ = 𝐷♭ JfalseK♭ def

= ⊤♭ = {}
J𝜑1 ∧ 𝜑2K♭ = J𝜑1K♭ ⊔ J𝜑2K♭ J𝜑1 ∨ 𝜑2K♭ = J𝜑1K♭ ⊓ J𝜑2K♭ J¬𝜑K♭ = 𝐷♭ \ J𝜑K♭

Applying the interpretation function to a logical formula directly yields the set of solutions. The
terms of the formula are interpreted according to the structure 𝐴.

Example 3.3. Discrete and continuous constraint satisfaction problems (CSPs) are two examples of
concrete domains respectively over the domains of discourse of integer and real numbers [RvBW06].
As the definitions for both are similar, we let A be either the set Z or R. A CSP is a tuple ⟨𝑋, 𝐷,𝐶⟩
where 𝑋 is a finite set of variables, 𝐷 the set of values of the variables, and 𝐶 a set of relations
over the variables. For each variable 𝑥𝑖 ∈ 𝑋 , we have 𝐷𝑖 ⊆ A. The tuple ⟨𝑋, 𝐷,𝐶⟩ is a structured
presentation of the logical formula

∧
1≤𝑖≤𝑛 𝑥𝑖 ∈ 𝐷𝑖 ∧

∧
1≤𝑖≤ |𝐶 | 𝐶𝑖 . The term 𝑥𝑖 ∈ 𝐷𝑖 is interpreted

as J𝑥𝑖 ∈ 𝐷𝑖K♭
def
= {𝑎 ∈ Asn | 𝑎(𝑥𝑖 ) ∈ 𝐷𝑖 }. The constraints are interpreted in the standard structure of

arithmetic. For instance, for the constraint 𝑥 < 𝑦, we have J𝑥 < 𝑦K𝑃 = {(𝑎, 𝑏) ∈ A × A | 𝑎 < 𝑏}.

In the case of an optimization problem, the solutions are further restricted to be the best according
to an optimization objective. The best solutions are not necessarily unique, as it is often the case in
multi-objective optimization, where best solutions form a Pareto front. Nevertheless, it does not
change the definition of the concrete domain. We investigate optimization problems in Section 7.

In the following, abstract elements will represent formulas with a finite number of variables. It is
useful to define a completion of a set of partial functions to a set of total functions (the concrete
domain).

Definition 3.4 (Completion of a partial solutions set). We define 𝛾 : P([𝑋 ↛ 𝑉 ])𝜕 → 𝐷♭ the
completion of a set of partial assignments 𝑃 to the values of all the variables in 𝑋 not occurring in
𝑃 .

𝛾 (𝑃) = {𝑎 ∈ Asn | ∃𝜎 ∈ 𝑃, ∀𝑥 ∈ 𝜋1 [𝜎], 𝜎 (𝑥) = 𝑎(𝑥)}

The concrete domain is an extensional mathematical formulation of the solution space of a
logical formula. However, it is often too costly to directly manipulate due to its very large state
space, or even impossible in the case of infinite domains such as with real numbers. This is why we
need more compact representations and approximations of the concrete domain. This is the role of
abstract domains.

3.2 Abstract domain
In abstract interpretation, an abstract domain is a partially ordered set equipped with useful
operations for programs analysis. This notion has been adapted to constraint reasoning, where
the main novelty is the addition of a split operator. Our approach extends the abstract framework
described in [PMTB13]—specialized to over-approximations and continuous domains—to under-
approximations and discrete domains. In this paper, “abstract domain” will refer to this modified
notion of abstract domain for constraint reasoning that is defined as follows.
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Definition 3.5 (Abstract domain). An abstract domain for constraint reasoning is a lattice ⟨𝐴, ≤,
⊓,⊔,⊥,⊤⟩ where 𝐴 is a set of computer-representable2 elements equipped with the following
operations:
• 𝛾 : 𝐴→ 𝐷♭ is a monotonic concretization function mapping an abstract element to its set of
solutions.
• J.K : Φ ↛ 𝐴 is a partial interpretation function approximating the set of solutions of a formula
to an element of the abstract domain3.
• refine : 𝐴→ 𝐴 is an extensive function refining the approximation of the interpreted formula.
• split : 𝐴 → 𝐴𝑆 is an extensive function, i.e., ∀𝑎 ∈ 𝐴, {𝑎} ≤𝑆 split (𝑎), dividing an element
of an abstract domain into a set of sub-elements. An element 𝑎 ∈ 𝐴 such that split (𝑎) is a
singleton is called unsplittable. We require split (𝑎) = {𝑎} for all unsplittable elements.

The constraint language of an abstract domain is the domain of the function J.K. We will say
that 𝜑 is interpretable in 𝐴 if J𝜑K is defined. We interpret conjunctive formulas and truth values as
follows in an abstract domain 𝐴:

JtrueK def
= ⊥𝐴 JfalseK def

= ⊤𝐴 J𝜑1 ∧ 𝜑2K
def
= J𝜑1K𝐴 ⊔𝐴 J𝜑2K𝐴

Indeed, all of the following domains view the join operator as adding conjunctive information
in the lattice. Moreover, the interpretation function assumes that free variables are existentially
quantified, since we usually want to find the models of the formula.
An abstract domain can be classified into two categories if it under- or over-approximates the

set of solutions of the interpreted formula. We adapt these properties from abstract interpretation
in our framework as follows. For all interpretable formulas 𝜑 :

∃𝑖 ∈ N, (𝛾 ◦ refine𝑖 ◦ J.K) (𝜑) ⊆ J𝜑K♭ (under-approximation) (1a)

∀𝑖 ∈ N, (𝛾 ◦ refine𝑖 ◦ J.K) (𝜑) ⊇ J𝜑K♭ (over-approximation) (1b)

We expect that successive applications of the refinement operator eventually leads to an under-
approximation. Although we aim at computing an under-approximation, the initial element J𝜑K
usually over-approximates J𝜑K♭. Otherwise, if J𝜑K under-approximates J𝜑K♭, no further refinement
step is needed. Due to the extensive property of refine, once an element 𝑎 ∈ 𝐴 under-approximates𝜑 ,
then any element refine𝑖 (𝑎) also under-approximates 𝜑 . The existential quantifier in the definition
reflects these observations. In contrast, over-approximations are defined with a universal quantifier.
In this case, given an element 𝑎 ∈ 𝐴 over-approximating a formula, each element refine𝑖 (𝑎) refining
𝑎 must over-approximate 𝜑 as well.

From a computational viewpoint, computing an under-approximation is deeply connected to the
termination of the solving procedure. According to the existential quantifier ∃𝑖 ∈ N, there must be
a finite number of refinement steps in order to obtain an under-approximation. There is no such
restriction on the computation of over-approximations: we can infinitely refine an element in order
to obtain a more precise over-approximation. Hence, we can terminate the refinement after any
number of iterations, depending on the precision needed, because every element in the sequence
over-approximates the formula.
An abstract domain is under-approximating if it satisfies equation (1a) for all interpretable

formulas, and over-approximating if it satisfies equation (1b). If it satisfies both equations, we
2Each element of𝐴 occupies a finite amount of memory. Nevertheless,𝐴might contain an infinite number of finite elements.
3The interpretation function is usually called transfer function in the context of program analysis. Alternatively, this function
could be total and every unsupported formula mapped to ⊥ which is a correct over-approximation. However, it prevents us
from distinguishing between tautological formulas (since JtrueK = ⊥) and unsupported formulas. In the first case, we wish
to interpret the formula in 𝐴, while in the second case we prefer to look for another, more suitable, abstract domain.
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say that the abstract domain is exact. When the approximation kind matters, we denote under-
approximating abstract domains and operators with𝐴↓, J.K↓, . . ., and over-approximating ones with
𝐴↑, J.K↑, . . ..

3.3 Propagate and search
In abstract interpretation, the computation of an approximation is guided by the program to analyze.
Therefore, an abstract analyser carries an abstract element which, at any stage, approximates the
semantics of the program analysed so far. One major difference in constraint programming is
the presence of backtracking. It splits an element into several sub-elements which are refined
individually. Once an element cannot be split anymore, the solving procedure backtracks and
refines another element. Splitting is necessary when the refinement operator cannot reach an
under-approximation on its own, or to improve the precision of the over-approximation. We define
this procedure over an abstract domain 𝐴 as follows.
1: function solve(𝑎) : 𝐴→ P(𝐴)
2: 𝐵 ← (split ◦ refine) (𝑎)
3: if |𝐵 | ≤ 1 then return 𝐵
4: else
5: return

⋃
𝑏𝑖 ∈𝐵 solve(𝑏𝑖 )

6: end if
7: end function

This algorithm follows the usual solving pattern in constraint programming of propagate and search
(see, e.g., [Apt03, Tac09]). We infer new information and improve the current approximation with
refine, and then divide the problem into sub-problems with split. A base case is reached when the
element becomes unsplittable or empty. We obtain a set of approximations of a formula 𝜑 in an
abstract domain 𝐴 with solve(J𝜑K).
This algorithm allows us to lift the refinement operator of an abstract domain to be under-

approximating, although it might not be under-approximating initially. In this respect, we might be
tempted to adapt the definition of under-approximation to this particular case. We will introduce
in Section 6 the search tree abstract domain which has solve as a refinement operator. We will
study its under- and over-approximations properties in detail at that time. Thanks to the search
tree abstract domain, there is no need to adapt the definitions of under- and over-approximation to
take into account the split function.

3.4 Relationship between approximations and satisfiability
The crux of constraint reasoning is generally to establish the satisfiability or unsatisfiability of a for-
mula. We connect under-approximation to satisfiability and over-approximation to unsatisfiability.
Let 𝑎 ∈ 𝐴 be an element under-approximating the formula 𝜑 . An under-approximation is

not suited to prove unsatisfiability because it does not necessarily explore the full state space.
Nonetheless, whenever 𝛾𝐴 (𝑎) ⊆ J𝜑K♭ and 𝛾𝐴 (𝑎) ≠ {}, we can deduce that 𝜑 is satisfiable, and that
all elements in 𝛾𝐴 (𝑎) are solutions of 𝜑 . In contrast, we cannot deduce from an over-approximating
element 𝑎 ∈ 𝐴 that 𝜑 is satisfiable because 𝛾𝐴 (𝑎) ⊇ J𝜑K♭ and J𝜑K♭ could be empty. Nonetheless,
over-approximations are helpful to deduce unsatisfiability since {} = 𝛾𝐴 (𝑎) ⊇ J𝜑K♭ only if J𝜑K♭ = {}.

The issue with these formulations is that they rely on the concretization function and concrete
interpretation which are “theoretical functions” that might not exist in practice. We must rely
on functions which are computable to classify abstract elements into satisfiable and unsatisfiable
elements. This classification task is the second role of the split function.
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Let 𝑎 = refine𝑖 (J𝜑K) be an element under-approximating 𝜑 . Without loss of generality, we might
further suppose that 𝑎 is a fixed point of refine because it is generally not useful to further refine
an under-approximation. Hence, we would like to classify the fixed points of refine as being empty
(𝛾 (𝑎) = {}) or not. The split function is used for this purpose as follows:

split (𝑎) ≠ {} ⇒ 𝛾 (𝑎) ≠ {} ∧ 𝛾 (𝑎) ⊆ J𝜑K♭ (2)

where 𝑎 is a fixed point of refine. To put it concretely, if split (𝑎) ≠ {} then 𝑎 is a solution of 𝜑 ,
otherwise we cannot conclude anything.

The case of over-approximation is dual and expressed as follows:

split (𝑎) = {} ⇒ 𝛾 (𝑎) = {} (3)

where 𝑎 = refine𝑘 (J𝜑K) for any 𝑘 ∈ N. This property guarantees that 𝑎 has no solution if the set
split (𝑎) is empty.

4 DOMAIN OF A VARIABLE
The domain of a variable is an abstract domain in which formulas with a single variable can be
interpreted. As the variable’s name is not represented explicitly in these domains, without loss
of generality, we arbitrarily fix the name of the variable to the underscore symbol _. It allows us
to pass well-formed logical formulas to their interpretation functions. For instance, _ > 4 can be
simply understood by replacing _ with a more traditional variable name, e.g., 𝑥 > 4. We see later in
Section 5.1 a construction to index any domain of variable with a variable name. We first introduce
two standard constructions to represent the domain of a variable without an ordering requirement
on the universe of discourse. Then, we observe that if the universe of discourse can be viewed as a
lattice, several additional constructions, potentially more efficient, can be proposed.

4.1 Constructions over unordered universe of discourse
We can obtain a lattice by equipping the universe of discourse with bottom and top elements, and
by leaving its elements unordered.

Definition 4.1 (Flat lattice). Let 𝑆 be a set, the universe of discourse, then FL(𝑆) = {⊥} ⊕ 𝑆 ⊕ {⊤}
is an abstract domain where:
• Lattice operations are inherited from the linear sum (Def. 2.5(5)), and ⊥,⊤ ∉ 𝑆 ,

• 𝛾 (𝑎) def= 𝛾 (𝑃) with 𝑃 =


{{_ ↦→ 𝑎}} if 𝑎 ∉ {⊥,⊤}
{} if 𝑎 = ⊤
{{_ ↦→ 𝑣} | 𝑣 ∈ 𝑆} if 𝑎 = ⊥

• J_ = 𝑣K def
= 𝑣 if 𝑣 ∈ 𝑆 ,

• split↓(𝑎)
def
=


{} if 𝑎 = ⊤
{𝑎} if 𝑎 ∉ {⊥,⊤}
𝑄 if 𝑎 = ⊥ and 𝑄 a finite subset of 𝑆

• split↑(𝑎)
def
=


{} if 𝑎 = ⊤
{𝑎} if 𝑎 ∉ {⊥,⊤}
𝑆 if 𝑎 = ⊥ and 𝑆 is finite
{⊥} otherwise

• refine(𝑎) def= 𝑎.

The concretization function maps each element of FL to its concrete set of solutions using the
completion 𝛾 (Definition 3.4).
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The operator split comes in two versions if the base set 𝑆 is infinite. It under-approximates the
state space by taking a finite subset of 𝑆 . The over-approximating version does not attempt to split
⊥ if 𝑆 is infinite, otherwise it would result in a set that does not belong to FL(𝑆)𝑆 (the image of
split). We illustrate in Figure 3a the flat lattice derived from the set 3 = {0, 1, 2}.

Another common variable’s domain is the powerset construction which allows us to represent a
collection of possible values, whereas a flat lattice stores none, one or all elements at a time.

Definition 4.2 (Powerset variable’s domain). Let 𝑆 be a set. We take the set of finite subsets of 𝑆 to
form the lattice PVD(𝑆) = ⟨Pf (𝑆), ⊇,∩,∪⟩ with ⊤

def
= {} and without bottom element. PVD(𝑆) is an

exact abstract domain where (𝑇 ∈ Pf (𝑆)):
• 𝛾 (𝑇 ) def= 𝛾 ({{_ ↦→ 𝑣} | 𝑣 ∈ 𝑇 }),
• J_ ∈ 𝑇 K def

= 𝑇 if 𝑇 is finite,
• J_ ∉ 𝑇 K def

= 𝑆 \𝑇 if 𝑇 is cofinite,

• split (𝑇 ) def=

{} if |𝑇 | = 0
{𝑇 } if |𝑇 | = 1
{𝑇 \ 𝑅, 𝑅} with 𝑅 ⊂ 𝑇 otherwise

• refine(𝑇 ) def= 𝑇 .

Many formulas can be interpreted extensionally in this abstract domain, but this is often not very
efficient. We require every set 𝑇 ∈ PVD(𝑆) to be finite because it needs to be representable in a
computer. Nevertheless, the solutions set 𝛾 (𝑄) can be infinite if the base set 𝑆 is infinite. As with
the flat lattice, various split operators are possible depending on which subset of 𝑇 is selected.

The powerset construction is notably used to represent the domains of discourse of finite integers
and sets. InMinion [GJM06], they represent integer variables with bit vectors whenever the largest
integer in the variable’s domain is small enough. This allows them to take advantage of bitwise
operations and improve memory consumption. Another example is given by the universe of
discourse of sets P(𝑆) for any set 𝑆 . We can represent the domain of a set variable as a set of sets.
The construction is thus PVD(P(𝑆)) where P(𝑆) is the (unordered) universe of discourse. The
interpretation function can be extended to support the subset notation (with 𝑇 ∈ Pf (𝑆)):

J_ ⊆ 𝑇 K = P(𝑇 ) and J_ ⊇ 𝑇 K = (P(𝑆) \ P(𝑇 )) ∪𝑇 if 𝑆 is finite

The language CLPS-B [BLP02] is based on this extensional representation of set. However, as the
powerset representation grows exponentially in the size of the underlying set 𝑆 , this representation
is only practical for sets 𝑆 of small cardinalities.

4.2 Constructions over ordered universe of discourse
We can devise new constructions taking advantage of the ordering of a universe of discourse, when
one is available. For instance, a simple arithmetic constraint such as 𝑥 ≥ 4 cannot be represented
effectively in the previous abstract domains. Nevertheless, if we equip the universe of discourse of
integer numbers with its natural order ⟨N, ≤⟩, we can represent this constraint by the element 4,
whichmeans that the value of 𝑥 is any number equal to or greater than 4. The formal characterization
of this idea is to view the concrete solution space of an abstract element as its up-set, i.e., the
abstract element and all the elements above it. As a first example, we consider an abstract domain
for the universe of discourse of integers.

Definition 4.3 (Increasing integers). We denote the lattice of increasing integers Z♯ = {−∞}⊕⟨Z, ≤
⟩ ⊕ {∞} = ⟨Z ∪ {−∞,∞}, ≤,max,min,−∞,∞⟩ where ≤ is the natural arithmetic ordering. Z♯ is an
exact abstract domain with the following operators (with 𝑣 ∈ Z ∪ {−∞,∞}):
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• 𝛾 (𝑎) def= 𝛾 ({{_ ↦→ 𝑣} | 𝑣 ∈ Z, 𝑣 ≥ 𝑎}),
• J_ ≥ 𝑣K def

= 𝑣 and J_ > 𝑣K def
= 𝑣 + 1,

• split (𝑎) def=
{
{𝑎} if 𝑎 ≠ ∞
{} if 𝑎 = ∞

• refine(𝑎) def= 𝑎.
We note that 𝑠𝑝𝑙𝑖𝑡 (J_ ≥ ∞K) = {} since no integer is greater or equal to infinity.

Similarly, we define the abstract domain Q♯ = ⟨Q ∪ {−∞,∞}, ≤,max,min,−∞,∞⟩ for rational
numbers, with the difference that J_ > 𝑣K cannot be an exact interpretation since the set Q is dense.
Although elements in Q are representable in a computer as a pair of integers, real numbers might
not be. The usual representation is to approximate real numbers with floating point numbers.

Definition 4.4 (Increasing floating point numbers). The lattice of increasing floating point numbers
F♯ = ⟨F \ NaN, ≤,max,min,−∞,∞⟩, where F is defined according to IEEE 740 standard [IEE19]
without the set NaN of not a number values4. We write ⌊𝑣⌋ (resp. ⌈𝑣⌉) the function returning the
closest floating point number less or equal to 𝑣 (resp. greater or equal to 𝑣). F♯ is an abstract domain
with the following operators (with 𝑣 ∈ R):
• 𝛾 (𝑎) def= 𝛾 ({{_ ↦→ 𝑣} | 𝑣 ∈ R, 𝑣 ≥ 𝑎}),
• J_ ≥ 𝑣K↑

def
= ⌊𝑣⌋ and J_ ≥ 𝑣K↓

def
= ⌈𝑣⌉,

• J_ > 𝑣K↑
def
= ⌊𝑣⌋,

• J_ > 𝑣K↓
def
= ⌈𝑣⌉ if ⌈𝑣⌉ ≠ 𝑣 , otherwise J_ > 𝑣K↓

def
= succ(𝑣) where succ(𝑣) is the next repre-

sentable floating point number greater than 𝑣 .
• split and refine defined similarly than in Definition 4.3.

These three arithmetic abstract domains of increasing numbers possess a total order. It is also
possible to define abstract domains for partially ordered domains of discourse. An example is the
universe of discourse of sets.

Definition 4.5 (Increasing sets). Let 𝑆 be a set. Then 𝑆♯ = ⟨Pf (𝑆), ⊆,∪,∩⟩ with⊥
def
= {} and without

a top element unless 𝑆 is finite. 𝑆♯ is an abstract domain with the following operators:

• 𝛾 (𝑄) def= 𝛾 ({{_ ↦→ 𝑇 } | 𝑇 ∈ ↑𝑄}),
• J_ ⊇ 𝑄K def

= 𝑄 if 𝑄 ∈ Pf (𝑆),
• split (𝑄) def= {𝑄},
• refine(𝑇 ) def= 𝑇 .

Similarly to PVD(P(𝑆)), 𝑆♯ is able to represent the universe of discourse of sets. The difference
lies in the representation of the sets. For instance, let the universe of discourse be 𝑆 = {1, 2, 3}.
The constraint _ ⊇ {1} is represented by the element {{1}, {1, 2}, {1, 3}, {1, 2, 3}} in PVD(P(𝑆))
and by {1} in 𝑆♯. All the sets that include {1} are implicitly represented in 𝑆♯, whereas they are
explicitely represented in PVD(P(𝑆)). The tradeoff for this compact representation is that 𝑆♯ can
only interpret constraints of the form _ ⊇ 𝑄 , whereas PVD(P(𝑆)) also supports _ ⊆ 𝑄 and _ ⊈ 𝑄 .
These abstract domains can only represent constraints bounding a variable in one direction.

For instance, Z♯ supports _ ≥ 𝑣 but not _ ≤ 𝑣 . By taking the dual of any of these lattices, we gain
support for the dual constraints. Therefore, by considering the Cartesian product of an abstract
domain and its dual, we can bound the possible values of a variable from below and above. This
4From a practical viewpoint, we might assume that NaN values generate exceptions, and thus are never manipulated.
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(a) Flat lattice of the set 3.

[0..2]

[0..1] [1..2]

[0..0] [1..1] [2..2]

[1..0] [2..1]

[2..0]

(b) Lattice of intervals I(3).

Fig. 3. Examples of lattices of variable’s domain.

is given by a general construction called interval lattice. Interval lattice has been studied in the
context of combinatorial solving by Fernández and Hill [FH04], and we extend their definition
to abstract domain. An advantage of this construction is that intervals of any partially ordered
universe of discourse, such as sets, is supported. In order to generically define under- and over-
approximating version of this abstract domain, without unnecessarily duplicating definitions,
we annotate operators with ↕ ∈ {↑, ↓}. The definition can then be instantiated to an under- or
over-approximation by choosing the appropriate arrow.

Definition 4.6 (Interval abstract domain). Let 𝐴 be an abstract domain and 𝐴𝜕 its dual. Then
I(𝐴) = ⟨𝐴 ×𝐴𝜕, ≤,⊔,⊓,⊥,⊤⟩ is an abstract domain where:
• ≤,⊔,⊓,⊥,⊤ are directly inherited from the Cartesian product,
• We write [𝑙 ..𝑢] the interval (𝑙, 𝑢) ∈ I(𝐴),
• 𝛾 ( [𝑙 ..𝑢]) def= 𝛾𝐴 (𝑙) ∩ 𝛾𝐴𝜕 (𝑢),
• J_ □ 𝑣K↕

def
= [⊥𝐴 ..𝑢] whenever 𝑢 = J_ □ 𝑣K𝐴𝜕

↕ is defined, where □ ∈ {≤, <, ⊆},
• J_ □ 𝑣K↕

def
= [𝑙 ..⊤𝐴𝜕 ] whenever 𝑙 = J_ □ 𝑣K𝐴↕ is defined, where □ ∈ {≥, >, ⊇},

• J_ = 𝑣K↕ = J_ ≥ 𝑣 ∧ _ ≤ 𝑣K↕ if defined, otherwise J_ = 𝑣K↕ = J_ ⊆ 𝑣 ∧ _ ⊇ 𝑣K↕.
• refine↕( [𝑙 ..𝑢])

def
= [refine𝐴↕ (𝑙)..refine

𝐴𝜕

↕ (𝑢)],

• split↕( [𝑙 ..𝑢])
def
=


{} if 𝑙 >𝐴 𝑢 ∨ split𝐴↕ (𝑙) = {} ∨ split

𝐴𝜕

↕ (𝑢) = {}
{[𝑙 ..𝑢]} if 𝑙 = 𝑢
{[𝑙 ..𝑢 ′], [𝑙 ′..𝑢]} where 𝑢 ′ = J_ ≤ 𝑚K𝐴𝜕

↕ , 𝑙
′ = J_ > 𝑚K𝐴↕ , 𝑙 ≤𝐴 𝑚 <𝐴 𝑢

Example 4.7 (Interval abstract domains). The lattice of integer intervals I(Z♯) is an exact abstract
domain. We illustrate this lattice in Figure 3b over the set of integers 3 = {0, 1, 2}. We note that the
interval [0..0] contains more information than [0..2]. It captures the concept of a variable’s domain
in a CSP: we declare a variable with a domain between 0 and 2 because we do not know its exact
value. For each 𝑥 ∈ {[1..0], [2..1], [2..0]}, we have split (𝑥) = {}. Alternatively, we could group these
intervals into a single ⊤ element. Another interesting characteristics of intervals is to allow the
representation of infinite sets such as some subsets of real numbers. In continuous CSP, the standard
technique is to surround the real number, representing a solution, by a floating point interval.
Its structure is formally defined by the abstract domain I(F♯), and has been studied in various
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constraint languages such as CLP(BNR) [Old93], Newton [VHM95] and Numerica [VHMD97]. The
challenge of computing with floating point intervals is to design refinement operators that compute
tight bounds of arithmetic expressions, see, e.g., [SBB+18]. It must be noted that dealing with round-
off errors is a whole research area that we do not discuss here. Interval of sets, captured in the
abstract domainI(𝑆♯), has been extensively studied inConjunto [Ger94] andCLP(SET ) [DPPR00].

This section only shows a fraction of the existing structured domains. For instance, it is possible
to consider open interval as well, which allows to exactly interpret constraints such as 𝑥 >

𝑣 with 𝑣 ∈ F♯ as the element (𝑣,∞]. This extension does not pose further challenges and is
formally defined in [FH04]. Another example is the set representation with cardinality, studied in
Cardinal [Aze07]. The universe of discourse of graphs, with an interval variable’s domain, has been
proposed in [DDD05]. The domain of stream targets infinite sequence of data. Interestingly, an
exact solving algorithm is given in [LLLS11] for𝜔-regular languages which are recognized by Büchi
automata. This is an example of infinite domain which is both an under- and over-approximation.
For non-regular languages, an over-approximating solving algorithm is studied in [BTM11]. There
are many other domains of discourse including Boolean (SAT solving), Herbrand universe (notably
useful in logic programming, see [Rey70, Plo70] for its corresponding lattice structure, and more
recently [GNS+16, Cou20] for its corresponding abstract domains), string [Raj94], function [Lau78,
Hni03] or relation [Lau78, FPÅ04]. We refer to the survey of Gervet in [RvBW06] (Chapter 17) for
a more exhaustive account of structured domains.

5 PROPAGATION PROBLEM
We now tackle formulas with multiple variables by introducing abstract domain able to represent
conjunctive collection of information. By “conjunctive collection of information”, we mean a set
of elements such that if an element is false, then the whole set is false. In abstract interpretation,
abstract domains over multiple variables are divided in two categories:

• Non-relational abstract domains represent relations on variables individually from each other.
More precisely, it only supports atoms with single variable in a formula.
• Relational abstract domains are more expressive as they can represent relations between
variables. Hence, atoms with multiple variables are supported. However, as for variable’s
domain, some relational abstract domains can only represent atoms within a restricted
constraint language.

Relational abstract domains are numerous in the field of abstract interpretation. We give a few
examples, ordered from the less expressive ones to the more expressive ones, which are also more
computationally intensive (𝑥,𝑦 are variables and 𝑐 a constant):

• Octagon [Min06] for constraints of the form
∧±𝑥 ± 𝑦 ≤ 𝑐 , also known as difference logic, or

unit two variables per inequality (UTVPI) domain [DMP91, JMSY94, HS97].
• Two variables per inequality [SKH03] for constraints of the form

∧
𝑐1𝑥1 + 𝑐2𝑥2 ≤ 𝑐 .

• Polyhedron [CH78] for linear constraints of the form
∧∑

1≤𝑖≤𝑛 𝑐𝑖𝑥𝑖 ≤ 𝑐 , which is central to
the linear programming paradigm.
• We note that variants of these domains usually exist for integers, floating point numbers and
rational numbers.

These abstract domains fit in our framework. For instance, octagon and polyhedron have been
studied in a similar abstract constraint reasoning framework in [PTB14, TCMT19] and [ZMM+19]
respectively.

ACM Trans. Program. Lang. Syst., Vol. 0, No. 0, Article 0. Publication date: 2021.



Abstract Constraint Programming
draft v0.1 0:19

In this section, we first introduce a non-relational store of variables abstract domain, useful to
model array of variables. We then broaden the scope of relational abstract domains to combinatorial
solving by integrating ideas from the field of constraint programming. In particular, we define an
abstract domain in which elements are collection of refinement operators. Refinement operators
are well-known in constraint programming under the name of propagator functions. Moreover,
we study conditions which preserve under- and over-approximation when combining refinement
operators. It gives the foundation for a bridge between the abstract interpretation and constraint
programming fields.

5.1 An abstract domain for collection of variables
Until now, we supposed a variable named _ in the interpretation function, which is artificial because
a variable’s domain does not represent the name of the variable explicitly. Following standard
practice, we rely on the lattice of partial functions to represent a store of variables.

Definition 5.1 (Store of variables). Let 𝑋 be an arbitrary set and 𝐴 be a variable’s domain. Then
we write the store construction of 𝐴 as Store(𝐴) = ⟨[𝑋 ↛ 𝐴], ≤,⊔,⊓,⊥,⊤⟩ where:

• The usual lattice operations are inherited from the pointwise lifting (Def. 2.5(4)).
• 𝛾 (𝜎) def= {𝑎 ∈ Asn | ∀𝑥 ∈ 𝜋1 [𝜎], 𝑎[𝑥 ↦→ _] ∈ 𝛾𝐴 (𝜎 (𝑥))},
• J𝜑K def

= {𝑥 ↦→ J𝜑 [𝑥 ↦→ _]K𝐴) if FV (𝜑) = {𝑥},

• split (𝜎) def=

{} if ∃𝑥 ∈ 𝜋1 [𝜎], |split𝐴 (𝜎 (𝑥)) | = 0
{𝜎} if ∀𝑥 ∈ 𝜋1 [𝜎], |split𝐴 (𝜎 (𝑥)) | = 1
{{𝑥 ↦→ 𝑎′} ⊔ 𝜎 | 𝑎′ ∈ split𝐴 (𝜎 (𝑥))} if ∃𝑥 ∈ 𝜋1 [𝜎], |split𝐴 (𝜎 (𝑥)) | > 1

• refine(𝜎) def= {{𝑥 ↦→ refine𝐴 (𝜎 (𝑥))} | 𝑥 ∈ 𝜋1 [𝜎]}

In the following we view an element of Store(𝐴) either as a partial function from 𝑋 to 𝐴, or as a set
of pairs in 𝑋 ×𝐴, called the graph of the function.

The concretization function deserves an additional explanation. We remove all the assignments
𝑎 ∈ Asn where, for a variable 𝑥 , there is no concrete solution 𝑎(𝑥) in 𝛾𝐴 (𝜎 (𝑥)). A small technical
step is to rename the variable 𝑥 in the assignment 𝑎 with the special name _.

Example 5.2. Let 𝑋 be the set of variables {𝑥,𝑦}, and 𝑆𝐼 be the store of integers interval
Store(I(Z♯)). The stores 𝑠1 = {𝑥 ↦→ [0..2]} and 𝑠2 = {𝑥 ↦→ [1..2], 𝑦 ↦→ [3..4]} are elements
of 𝑆𝐼 . In contrast, the store {𝑥 ↦→ ⊥, 𝑦 ↦→ [1..2], 𝑦 ↦→ [0..2]} does not belong to 𝑆𝐼 because there
are two variables with a location 𝑦. Also, notice that the order of the store is not the set inclusion.
Indeed, 𝑠1 ≤ 𝑠2 is not defined under the set inclusion order, but it is intuitive that the store 𝑠2
contains more information than 𝑠1 since we have [0..2] ≤ [1..2] and 𝑠1 does not contain elements
that are not in 𝑠2.

5.2 Propagation problem abstract domain
Instead of developing a full-fledged abstract domain for a constraint language, constraint program-
ming focusses on the careful design of many individual refinement operators, each implementing a
particular constraint. In the context of constraint programming, the refinement operator is called a
propagator. We consider the two concepts identical as a propagator is also an extensive function
𝑝 : 𝐴→ 𝐴 over an abstract domain 𝐴. A propagation-based constraint solver consists of two key
ingredients: propagators and a propagation engine. We start with propagators by defining the
lattice Prop of all propagators as follows.
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Definition 5.3 (Propagators). Let 𝐴 be an abstract domain. We denote Prop ⊂ [𝐴 → 𝐴] the set
of all extensive functions on 𝐴, namely propagators. Prop inherits the lattice operations of the
pointwise lifting (Definition 2.5). In particular, we have 𝑝1 ⊔ 𝑝2 = _𝑎.𝑝1 (𝑎) ⊔𝐴 𝑝2 (𝑎).

The pointwise ordering on Prop captures the notion of propagator strength, in which we have 𝑝1 ≤
𝑝2 iff 𝑝2 infers more information than 𝑝1. The concomitant notion of consistency refers to properties
achieved on the underlying abstract domain. Consistency is helpful to classify propagators strength
over a same constraint. It has been widely studied in the field of constraint programming in order
to compare the efficiency and pruning ratio of propagators. We will not need this notion in this
paper, and we refer to [Apt03, Dec03, Lec09] for in-depth reviews of consistencies. Also, we point
out Scott’s dissertation [Sco16] which presents various consistencies as Galois connections in the
framework of abstract interpretation.
A constraint solver consists of a collection of propagators on a fixed abstract domain, usually

the store construction of a variable’s domain of interest, e.g., the store Store(I(Z♯)). We illustrate
the concept of propagators through two examples.

Example 5.4 (“Greater than” propagator). Propagators are defined over a base abstract domain 𝐴,
and their exact definitions might vary depending on 𝐴. Nevertheless, it is still possible to define
a propagator in a generic way. We show an arithmetic propagator for the constraint 𝑥 > 𝑦, that
assumes𝐴 provides the operators ⌊𝑥⌋𝑎 and ⌈𝑦⌉𝑎 to respectively retrieve the lower and upper bound
of a variable 𝑥 in 𝑎 ∈ 𝐴.

J𝑥 > 𝑦K = _𝑎.𝑎 ⊔𝐴 J𝑥 > ⌊𝑦⌋𝑎K𝐴 ⊔𝐴 J𝑦 < ⌈𝑥⌉𝑎K𝐴
This propagator is defined generically for a large number of universe of discourse, such as integer,
floating-point or rational number, but also sets if we equate >

def
= ⊂ and <

def
= ⊃. Moreover, this

technique in conjunction with a general propagation algorithm such as HC4 [BGGP99], allows us
to support a large constraint language with a single propagator.

Example 5.5 (Constructive disjunction [VHSD91]). Let 𝜑1 and 𝜑2 be logical formula implemented
by the propagators 𝑝1 and 𝑝2 over an abstract domain𝐴. The constructive disjunction is a propagator
for disjunctive formula that relies on the meet operator of 𝐴:

J𝜑1 ∨ 𝜑2K = _𝑎. 𝑝1 (𝑎) ⊓𝐴 𝑝2 (𝑎) with J𝜑𝑖K = 𝑝𝑖 , 𝑖 ∈ {1, 2}
Information both discarded by 𝑝1 and 𝑝2 will be removed from 𝑎. It is useful in scheduling problems
for precedence constraints of the form 𝑥 +𝑦 ≤ 𝑐1 ∨𝑦 + 𝑧 ≤ 𝑐2. To further exemplify, consider that 𝑦
is defined on integer intervals, with an initial domain of [1..5]. If 𝑥 +𝑦 ≤ 𝑐1 shrinks the domain of 𝑦
to [2..4], and 𝑦 +𝑧 ≤ 𝑐2 to [1..4], then we can safely prune the domain of 𝑦 to [2..4] ⊓ [1..4] = [1..4]
without committing to a branch of the disjunction. Note that the formulas in the disjunction
must share variables otherwise no additional pruning can be achieved in comparison to a normal
disjunction. This technique can be applied to many logical connectors as shown in [GMS20].

In addition to the design of propagators, the second key ingredient of a propagation-based
constraint solver is the propagation engine. The propagation engine computes a simultaneous fixed
point of a collection of propagators {𝑝1, . . . , 𝑝𝑛}. That is, an element 𝑎 ∈ 𝐴 such that 𝑝𝑖 (𝑎) = 𝑎

for all 1 ≤ 𝑖 ≤ 𝑛. This fixed point is computable only if it is reachable in a finite number of steps,
otherwise we must approximate it. It is always computable in the case of discrete constraint solving
over finite domains [Apt99, Apt00, SS08, Tac09]. In continuous constraint solving, the termination
criterion is usually based on a precision measure: we stop refining an element when it is small
enough [Kea87, FH04, CJ09]. We introduce below an abstract domain, called propagation problem,
encapsulating the propagation step as a refinement step. In the terms of our framework, this abstract
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domain lifts the refinement operator to the structure of the lattice itself. It implies that refine can
evolve dynamically as the computation progresses. Moreover, an important observation is that
refine is not required to be idempotent. Therefore, we can view it as a function producing a stream
of increasingly refined approximations, i.e., refine(𝑎) ≤ refine2 (𝑎) ≤ . . .. It enables users to choose
the right termination criterion according to their requirements and the underlying abstract domain,
without forcing it inside our abstract domain.

Definition 5.6 (Propagation problem). Let𝐴 be an abstract domain. Then the propagation problem
PP = ⟨𝐴 × Prop𝐻 , ≤,⊔,⊓,⊥,⊤⟩ is an abstract domain with the following operators:
• The lattice operations are inherited from the Cartesian product and the Hoare construction.
• 𝛾 ((𝑎, 𝑃)) def= 𝛾𝐴 (𝑎)

• J𝜑K def
=

{
(J𝜑K𝐴, {refine𝐴}) if J𝜑K𝐴 is defined
(⊥𝐴, {refine𝐴, 𝑝}) where 𝑝 is a propagator implementing 𝜑

• split ((𝑎, 𝑃)) def= {(𝑎′, 𝑃) | 𝑎′ ∈ split𝐴 (𝑎)}
• refine𝑖 ((𝑎, {𝑝1, . . . , 𝑝𝑛}))

def
= (𝑝𝑖 (𝑎), {𝑝1, . . . , 𝑝𝑛}),

• refineseq ((𝑎, {𝑝1, . . . , 𝑝𝑛}))
def
= ((𝑝1 ◦ . . . ◦ 𝑝𝑛) (𝑎), {𝑝1, . . . , 𝑝𝑛}),

• refinepar ((𝑎, {𝑝1, . . . , 𝑝𝑛}))
def
= ((𝑝1 ⊔ . . . ⊔ 𝑝𝑛) (𝑎), {𝑝1, . . . , 𝑝𝑛}).

We discuss several aspects surrounding this definition including the choice of the Hoare construc-
tion instead of the powerset completion, the concretization function, the split function, the multiple
refinement operators, the additional monotone property of propagators, and the strengths and weak-
nesses of the propagator approach. The next sections will focus on under- and over-approximations
theorems in a slightly more general setting.
Traditionally, a set of propagators is represented by the powerset completion P(Prop) [Ben96,

Tac09]. The powerset does not capture the possibility that a propagatormight be refined to a stronger
one. For instance, it seems natural that 𝑥 < 4 and 𝑥 + 𝑦 ≤ 3 can be refined to 𝑥 < 3 and 𝑥 + 𝑦 ≤ 2
respectively, because it is an extensive operation on the solutions set, e.g., J𝑥 < 3K♭ ⊆ J𝑥 < 4K♭. The
Hoare construction captures both the powerset behavior and the refinement of existing propagators
to stronger ones.

The concretization of an abstract element represents the current set of solutions of this element.
This is why the concretization is solely defined by 𝛾𝐴 (𝑎), as the propagators are part of the
refinement operator. It implies that adding new propagators in the problem, without performing
any refinement step, does not increase the precision of the abstract element, which seems to be the
correct assumption.
The split function entirely relies on the underlying abstract domain. Streamlining [GS04] is an

advanced example of split operator over PP . A streamlined constraint is problem-dependent and
carefully designed to pick a small part of the state space that is known to contain solutions. The
streamlined constraints are usually added at the top of the search tree, and the rest is explored with
a more standard solving algorithm. It is a split operator because the complement of the streamlined
constraints gives a second sub-problem to explore if the first did not lead to a solution.

We provide two basic propagation engines encapsulated in refineseq and refinepar for a sequential
and a fully parallel scheduling of the propagators. The sequential refineseq operator applies each
propagator in turn and only once. Static scheduling of propagators is a viable strategy when the
propagators are few and of similar complexity, as it sometimes occurs in continuous problems.
However, for discrete problems, it has been shown that dynamically scheduling the propagators is
a better strategy. We refer to [SS08] for an exhaustive performance analysis of numerous sequential
propagation engines on discrete domains. In our framework, sequential propagation engines can be
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implemented on top of PP by relying on the atomic refine𝑖 operators. However, further development
along this road is out of scope in this paper. Propagation engines as fixed point computations over
partial order have been notably developed in [Ben96, Apt99, Apt00, GM03]. In contrast, refinepar
is a fully parallel propagation engine. Interestingly, refinepar coincides with the join

⊔
Prop 𝑃 of all

propagators in the pointwise lifting of propagators Prop. It is due to the definition of the join on Prop,
defined as 𝑝1⊔𝑝2 = _𝑎.𝑝1 (𝑎)⊔𝐴𝑝2 (𝑎), where every propagator is applied to the domain individually.
However, purely parallel computation suffers from the “parallel decoupling phenomena” where
convergence may be faster when propagators are sequentially executed [GM03]. Nevertheless,
this observation is worth to be re-explored in the context of massively multicore computing as
initiated by recent work [GMN+18]. These different refinement operators can also be composed
to obtain mixed propagation engines, as shown in [GM03]. More recently, in the field of abstract
interpretation, Kim et al. [KVT20] have studied how to compute fixed points in parallel while
taking into account sequential dependencies among functions.
We now discuss the case when the propagators and refine𝐴 are monotone, that is, when 𝑥 ≤

𝑦 ⇔ 𝑓 (𝑥) ≤ 𝑓 (𝑦). Intuitively, it means that if we feed more information 𝑦 to a function, this
function maps to at least the same amount of information as if given less initial information 𝑥 .
The main additional result is that the fixed point of {𝑝1, . . . , 𝑝𝑛}, if it exists, is the smallest one,
regardless of the order of applications. This result stems from Knaster-Tarski fixed point theorem
and chaotic iterations of abstract interpretation [CC77b]. It is studied by Apt [Apt99] in the context
of propagators. We rely on monotone refinement operators in Section 5.3 to prove compositionality
results of under-approximation.

We conclude our presentation of propagators by briefly reviewing their strengths and weaknesses.
Due to the low requirements on propagators, which are mere extensive functions, many solving
algorithms from the field of operation research, such as for scheduling, vehicle routing and assign-
ment problems, have been integrated in constraint solvers as propagators. The chief advantage is
to seamlessly combine by logical conjunction the constraints implemented by these propagators.
The price to pay for the granted flexibility is that, because their internal structures are hidden, the
conjunctive combination of two propagators can only be achieved through functional composition,
even if they use the same underlying data structures. Moreover, as a propagator only models the
refinement operator of an abstract domain, it cannot be split or queried. For instance, consider
two propagators 𝑝1 and 𝑝2 implementing the constraints 𝑥 + 𝑦 ≤ 3 and 𝑦 − 𝑧 ≤ 2 respectively.
These constraints can be treated more efficiently in the octagon abstract domain than by computing
the fixed point of 𝑝1 ◦ 𝑝2. Moreover, the octagon abstract domain can split its elements efficiently
whereas, using propagators, only the underlying abstract domain is usually split, e.g., the variables
in the store. Pelleau et al. [PTB14] give various split operators for octagons on continuous domains,
and a more detailed comparison between propagators and octagons can be found in [TCMT19].

5.3 Compositionality of under-approximation
The propagation problem abstract domain combines different refinement operators. However,
what are the properties conserved when combining refinement operators? In particular, are the
under- and over-approximation properties of two refinement operators preserved upon functional
composition? We provide elements of answer here and in the next section, which are useful to
establish the properties of PP , but also for the composition of refinement operators in general.

We first look at the elements at the end of a refinement chain. We show that if we refine separately
two formulas, their results can be combined by join.

Lemma 5.7 (Preservation of under-approximation). Let 𝑎, 𝑏 ∈ 𝐴 two elements respectively
under-approximating 𝜑1 and 𝜑2. Then 𝑎 ⊔ 𝑏 under-approximates 𝜑1 ∧ 𝜑2.
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Proof. We have 𝛾 (𝑎) ⊆ J𝜑1K♭ and 𝛾 (𝑏) ⊆ J𝜑2K♭. By monotonicity of 𝛾 , 𝛾 (𝑎 ⊔ 𝑏) ⊆ 𝛾 (𝑎) ∩ 𝛾 (𝑏).
We also have J𝜑1∧𝜑2K♭ = J𝜑1K♭∩J𝜑2K♭. Thus, 𝑎⊔𝑏 is an under-approximation as we have𝛾 (𝑎⊔𝑏) ⊆
J𝜑1K♭ ∩ J𝜑2K♭. Therefore, under-approximations are preserved under the join operation. □

Lemma 5.8 (Persistence of under-approximation). Let 𝑎 ∈ 𝐴 an element under-approximating
𝜑 . Then for all 𝑏 ∈ 𝐴, 𝑎 ⊔ 𝑏 also under-approximates 𝜑 .

Proof. We have 𝛾 (𝑎) ⊆ J𝜑K♭. By monotonicity of 𝛾 , 𝛾 (𝑎 ⊔ 𝑏) ⊆ J𝜑K♭ for any 𝑏 ∈ 𝐴. □

The previous results can be lifted to refinement operators. A direct way to combine refinement
operators is to run them in parallel, and combine their results with the join operator. Let 𝑓 𝑖 (J𝜑1K)
and 𝑔 𝑗 (J𝜑2K) be under-approximations. Then by Lemma 5.7, the element 𝑓 𝑖 (J𝜑1K) ⊔ 𝑔 𝑗 (J𝜑2K) is an
under-approximation of 𝜑1 ∧ 𝜑2. It is a safe way to combine two under-approximating refinement
operators.
However, this “parallel approach” bears a number of weaknesses. Firstly, the two refinement

operators only share information at the end of their computations. This is not always efficient,
as sharing information during the computation might accelerate the convergence [GM03, SS08].
Secondly, the individual approximations contain more elements than their intersection. Especially
for under-approximations, sharing information might help to reduce the memory consumption of
the approximations. For these reasons, we often benefit from interleaving the refinement operators.
However, the properties of sequential composition are not as easily preserved as with the parallel
composition.

To illustrate the challenge, consider the two following under-approximating refinement operators
over Z♯, for the constraint 𝑥 = ∞:

𝑔(𝑎) =
{
∞ if 𝑎 is even
𝑎 + 1 otherwise ℎ(𝑎) =

{
∞ if 𝑎 is odd
𝑎 + 1 otherwise

For all 𝑎 ∈ Z♯, both functions 𝑔 and ℎ are at a fixed point after two applications at most. Moreover,
their fixed points is equal to∞ which correctly under-approximates the initial constraint. However,
the composition 𝑔 ◦ ℎ has no fixed point reachable in a finite number of steps for even numbers,
thus it is not a correct under-approximating refinement operator. The issue here is that 𝑔 and ℎ are
in some sense “not compatible” as they disrupt the computation of each other.

The missing property of𝑔 andℎ is monotonicity. Indeed, the composition of monotone refinement
operators preserves under-approximations. Intuitively, it implies that the computation of an under-
approximation cannot be disrupted by new information external to the refinement operator.

Proposition 5.9 (Preservation of under-approximating refinement). Let 𝑓 : 𝐴→ 𝐴 be an
under-approximating and monotone refinement operator over an abstract domain 𝐴. Let 𝑓 𝑖 (J𝜑K) be
an under-approximation. Then, for all 𝑎 ∈ 𝐴 and 𝑗, 𝑘 ∈ N with 𝑗 + 𝑘 = 𝑖 , 𝑓 𝑗 (𝑓 𝑘 (J𝜑K) ⊔ 𝑎) is also an
under-approximation.

Proof. We have 𝑓 𝑘 (J𝜑K)⊔𝑎 ≥ 𝑓 𝑘 (J𝜑K). Bymonotonicity of 𝑓 , we have 𝑓 𝑘 (J𝜑K)⊔𝑎 ≥ 𝑓 𝑘 (J𝜑K) ⇒
𝑓 𝑗 (𝑓 𝑘 (J𝜑K) ⊔ 𝑎) ≥ 𝑓 𝑗 (𝑓 𝑘 (J𝜑K)). We also have 𝑓 𝑗 (𝑓 𝑘 (J𝜑K)) = 𝑓 𝑖 (J𝜑K), Therefore, by Lemma 5.8,
𝑓 𝑗 (𝑓 𝑘 (J𝜑K) ⊔ 𝑎) is also an under-approximation since it is greater than 𝑓 𝑖 (J𝜑K). □

Corollary 5.10 (Composition of under-approximating refinements). Let 𝑓 : 𝐴 → 𝐴

and 𝑔 : 𝐴 → 𝐴 be two under-approximating and monotone refinement operators. Then, 𝑓 ◦ 𝑔 is
under-approximating.

This corollary shows that the refinement operators refineseq and refinepar of PP are under-
approximating if the propagators are themselves under-approximating and monotone. In fact, we
can state an even more powerful corollary.
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Corollary 5.11. Let 𝑓 : 𝐴→ 𝐴 be a monotone refinement operator under-approximating 𝜑 . Then,
for any extensive function 𝑔 : 𝐴→ 𝐴, 𝑓 ◦ 𝑔 under-approximates 𝜑 .

We can compose an under-approximating refinement operator with any function that freely
prunes the domains without hindering the under-approximating property. This is often useful to
accelerate the convergence. We will return to this aspect in more details in Section 6.5.

The adequacy of the monotone property has been pushed forwards by different authors, but in
slightly different settings. Extensive and monotone refinement operators have been studied in depth
by Apt [Apt99, Apt00] for studying the properties of generic propagation engines. What’s more,
with the addition of idempotence, these functions are at the heart of the concurrent constraint
programming (CCP) paradigm [SRP91]. The chief advantages of CCP are modularity and correctness
as it guarantees any program written in this paradigm to be closure operators (extensive, monotone
and idempotent functions) by syntactic construction. However, idempotence suggests that functions
are combined in parallel, the intermediate computation steps are internalized. As we mentioned
before, only combining the “end result” might lead to slower convergence. In the context of our
work, the key is that monotonicity is a sufficient condition to preserve under-approximation under
functional composition. Besides, not all refinement operators are monotone, and we discuss their
compositionality conditions later in Section 6.5. We discuss CCP in more detail in Section 8.4.

5.4 Compositionality of over-approximation
We now turn to the composition of over-approximating refinement operators. This section follows
the same organization than the previous section, and we start with the composition of over-
approximating elements at the end of a refinement chain. We obtain similar results than for
under-approximation with the additional notion of join-preserving concretization function.

Definition 5.12 (Join-preserving function). Let 𝐿 and 𝐾 be lattices. The function 𝑓 : 𝐿 → 𝐾 is
join-preserving if 𝑓 (𝑎 ⊔ 𝑏) = 𝑓 (𝑎) ⊔ 𝑓 (𝑏) for all 𝑎, 𝑏 ∈ 𝐿.

Lemma 5.13 (Preservation of over-approximation). Let 𝑎, 𝑏 ∈ 𝐴 two elements respectively
over-approximating 𝜑1 and 𝜑2. Then 𝑎⊓𝑏 over-approximates 𝜑1∧𝜑2. Moreover, if 𝛾𝐴 is join-preserving,
then 𝑎 ⊔ 𝑏 also over-approximates 𝜑1 ∧ 𝜑2.

Proof. The first part is obtained by duality of Lemma 5.7.We have𝛾 (𝑎) ⊇ J𝜑1K♭ and𝛾 (𝑏) ⊇ J𝜑2K♭.
By monotonicity of 𝛾 , we have 𝛾 (𝑎 ⊓ 𝑏) ⊇ 𝛾 (𝑎) ∪ 𝛾 (𝑏) ⊇ J𝜑1K♭ ∩ J𝜑2K♭. The second part is shown
as follows. Due to 𝛾 being join-preserving, we have 𝛾 (𝑎 ⊔ 𝑏) = 𝛾 (𝑎) ∩ 𝛾 (𝑏) ⊇ J𝜑1K♭ ∩ J𝜑2K♭. Hence,
𝛾 (𝑎 ⊔ 𝑏) over-approximates J𝜑1 ∧ 𝜑2K♭. □

Lemma 5.14 (Persistence of over-approximation). Let 𝑎 ∈ 𝐴 an element over-approximating
𝜑 . Then for all 𝑏 ∈ 𝐴, 𝑎 ⊓ 𝑏 also over-approximates 𝜑 .

Proof. Obtained by duality of Lemma 5.8. □

Similarly than for under-approximation, combining over-approximating elements give rise
to compositionality condition of over-approximating refinement operators. It is obtained from
Lemma 5.13 which shows us that 𝑓 𝑖 (J𝜑1K) ⊓ 𝑔 𝑗 (J𝜑2K) is an over-approximation, or if 𝛾 is join-
preserving, that the join of these two elements is also an over-approximation.

In comparison to under-approximation, the join of an over-approximation and an arbitrary ele-
ment does not necessarily yield an over-approximation. Indeed, the arbitrary element could prune
some solutions from the formula being over-approximated. Therefore, we only look at the composi-
tion of over-approximating refinement operators. For this purpose, we need an additional property,
which guarantees that an over-approximating refinement operator does not prune solution:
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∀𝑎 ∈ 𝐴, 𝛾 (𝑓 (𝑎)) ⊇ 𝛾 (𝑎) ∩ J𝜑K♭ (4)
That is, a refinement operator should not remove the remaining solution of 𝜑 in any element 𝑎 ∈ 𝐴.
This view generalizes the definition of over-approximation, since it also applies to elements that are
not initially over-approximation. The following lemma shows that this property is compositional.

Lemma 5.15. Let 𝑓 and 𝑔 be two refinement operators satisfying (4) and over-approximating 𝜑1 and
𝜑2 respectively. Then we have ∀𝑎 ∈ 𝐴, 𝛾 ((𝑓 ◦ 𝑔) (𝑎)) ⊇ 𝛾 (𝑎) ∩ J𝜑1 ∧ 𝜑2K♭, that is 𝑓 ◦ 𝑔 satisfies (4).

Proof. We have 𝛾 (𝑔(𝑎)) ⊇ 𝛾 (𝑎) ∩ J𝜑2K♭. Since (4) is defined for all element 𝑎 ∈ 𝐴, thus including
𝑔(𝑎), we have 𝛾 (𝑓 (𝑔(𝑎))) ⊇ 𝛾 (𝑔(𝑎)) ∩ J𝜑1K♭. It follows that 𝛾 (𝑓 (𝑔(𝑎))) ⊇ 𝛾 (𝑎) ∩ J𝜑1K♭ ∩ J𝜑2K♭. □

The compositionality property follows this lemma.

Proposition 5.16 (Composition of over-approximating refinement). Let 𝑓 : 𝐴 → 𝐴 and
𝑔 : 𝐴→ 𝐴 be two refinement operators satisfying (4) and over-approximating 𝜑1 and 𝜑2 respectively.
Then, 𝑓 ◦ 𝑔 is over-approximating.

Proof. From Lemma 5.15, we know that 𝑓 ◦𝑔 satisfies (4). Moreover, 𝑓 ◦𝑔 is over-approximating
since, supposing J.K is over-approximating, we have𝛾 ((𝑓 ◦𝑔) (J𝜑K)) ⊇ 𝛾 (J𝜑K)∩J𝜑K♭ and J𝜑K ⊇ J𝜑K♭.
Therefore, we have (𝛾 ◦ (𝑓 ◦ 𝑔) ◦ J.K) (𝜑) ⊇ J𝜑K♭. Finally, by induction on 𝑖 ∈ N, the refinement
operator (𝑓 ◦ 𝑔)𝑖 ◦ (𝑓 ◦ 𝑔) preserves over-approximation for all 𝑖 . □

It follows this proposition that refineseq is an over-approximating refinement operator if the
propagators of PP satisfy (4). For refinepar, we also need Lemma 5.13 to show that it is over-
approximating, due to the composition by join of the intermediate results.

The results presented in this section allow us to create new refinement operators from existing
ones, thus achieving modularity. Indeed, it is easier to check the properties of each refinement
operator individually rather than verify approximation properties on their composition as a whole.
Moreover, we gave sound arguments for the composition in parallel of refinement operators.
This will be useful to prove the correctness of implementation of parallel solving algorithms on
multi-core architectures.

6 SEARCH TREE
In the previous section, we introduce abstract domains to represent conjunctive collection of
information. For that, we relied on the Hoare lattice to represent set of refinement operators. We
now consider the dual case of disjunctive collection of information. That is, if one element in
the collection is true, then the approximated formula is satisfiable. Alternatively, if none of the
element are true, then the approximated formula is unsatisfiable. We introduce the search tree
abstract domain which encapsulates disjunctive collections of information using the Smyth lattice
construction.
There are at least two reasons to consider the Smyth construction. Firstly, in the case of over-

approximation, it is helpful to increase the precision of an abstract domain. Consider the concrete
element {{𝑥 ↦→ 1.25}, {𝑥 ↦→ 2.1}}. In the lattice of intervals, it can be over-approximated with
[1.25..⌈2.1⌉], which contains the superfluous elements ⌈1.25⌉, . . . , ⌊2.1⌋, ⌈2.1⌉. By considering a
collection of intervals, we obtain the more precise over-approximation {[1.25..1.25], [⌊2.1⌋ ..⌈2.1⌉]}.
A second reason to use the Smyth construction is to “complete” some refinement operators to

help them reach an under-approximation. For instance, the propagator for the constraint 𝑥 > 𝑦

given in Example 5.4 is not under-approximating. Indeed, if we compute the fixed point of this
propagator on, for instance, 𝑥 = [0..2] and 𝑦 = [0..2], it yields 𝑥 = [1..2] and 𝑦 = [0..1]. However,
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the concrete assignment {𝑥 ↦→ 1, 𝑦 ↦→ 1} belonging to this element does not under-approximate
𝑥 > 𝑦. Thanks to the Smyth construction, we can split this elements into several parts in order
to help the propagator to reach an under-approximation. This is possible if the propagator meets
certain conditions that are made clear in Section 6.5.
From the viewpoint of abstract interpretation, the search tree abstract domain is an adaptation

to constraint reasoning of the disjunctive completion [CC79]. Both are based on the Smyth order.
The disjunctive completion represents disjunctive properties of a program, such as occurring in
conditional statements, in order to increase the precision of the approximation. The difference
is that the search tree abstract domain refines the elements one by one, whereas the disjunctive
completion usually views the set of elements as a whole.
From the viewpoint of constraint programming, the search tree abstract domain encapsulates

the propagate-and-search algorithm (Section 3.3) into a refinement operator. In particular, we show
that the Smyth lattice is suited to the task of representing search trees. In addition, we generalize
propagate-and-search by equipping the Smyth lattice with a queuing strategy, which guides the
exploration of the search tree. We formally define the concept of queuing strategy, introduce the
search tree abstract domain, and then give under- and over-approximation theorems.

6.1 Queuing strategy
Let 𝐴 be an abstract domain and 𝐴𝑆 its Smyth construction. We call an element 𝑄 ∈ 𝐴𝑆 a queue
of nodes5. Intuitively, a queue of nodes is the frontier of the search tree that is to be explored. We
classify the nodes in a queue into the unsplittable elements and the unknown elements as follows
(𝑄 ∈ 𝐴𝑆 ):

unsplittable(𝑄) def= {𝑎 ∈ 𝑄 | |split𝐴 (𝑎) | = 1}
unknown(𝑄) def= {𝑎 ∈ 𝑄 | |split𝐴 (𝑎) | > 1}

As we will see later, the elements 𝑎 ∈ 𝑄 for which |split𝐴 (𝑎) | = 0 are automatically removed from
the queue by the refinement operator. We manipulate a queue through two functions pop and
push, respectively to extract the next node to process, and to add the next nodes to explore onto
the queue. It is a standard way to explore tree-shaped structures in practice. We call this pair of
functions a queuing strategy.

Definition 6.1 (Queuing strategy). A queuing strategy is a pair of functions (push, pop) defined as
follows:

push↓ : 𝐴𝑆 ×𝐴𝑆 → 𝐴𝑆 push↑ : 𝐴𝑆 ×𝐴𝑆 → 𝐴𝑆

push↓(𝑄, 𝐵)
def
= 𝑄 ⊔𝐻 𝐵 push↑(𝑄, 𝐵)

def
= 𝑄 ⊓𝑆 𝐵

pop : 𝐴𝑆 → 𝐴𝑆 ×𝐴

pop(𝑄) def=
{
(𝑄 \ {𝑎}, 𝑎) iff ∃𝑎 ∈ unknown(Q)
(𝑄,⊤𝐴) otherwise

The function push merges the set of child nodes 𝐵 into 𝑄 . We have two versions of this function in
the case where some nodes in 𝐵 are comparable to some nodes in𝑄 . Firstly, push↓ merges the nodes
with the Hoare join, which is defined as 𝑄 ⊔𝐻 𝐵

def
= Max (𝑄 ∪ 𝐵). It only keeps the most refined

nodes and discard all the others. For instance, if 𝑄 = {[0..2], [4..6]} and 𝐵 = {[2..2]}, we will have
𝑄 ⊔𝐻 𝐵

def
= {[2..2], [4..6]}. In contrast, the over-approximating push↑ function merges the two sets

of nodes with the Smyth meet, defined as 𝑄 ⊓𝑆 𝐵
def
= Min (𝑄 ∪ 𝐵). Using the previous example, we

5Despite the name, this terminology of “queue” does not refer to the queue data structure, but to any collection of nodes.
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have 𝑄 ⊓𝑆 𝐵
def
= {[0..2], [4..6]}. The information [0..1] is removed by under-approximation, but it

might still contain solutions, and therefore we must keep it with over-approximations.
The function pop does not have two versions as it simply extracts one node from the queue.

Moreover, pop is under-specified as any unknown node can be popped. Depending on the selection
of nodes, we obtain various queuing strategies such as depth-first search (DFS), breadth-first search
(BFS) or best-first search [Kor93]. Additional information might be required by the queuing strategy
in order to select a node. For DFS and BFS, the selection criterion is based on the insertion position of
the nodes in the queue. The insertion position can be attached to each node by considering (𝐴×N)𝑆 .
However, we observe that this information does not hinder the precision of the approximation, and
thus we leave such “control information” implicit in the forthcoming development of the theory.

The push function is not an extensive operation on the Smyth lattice, but in cooperation with pop
and an extensive node processing function, we can retrieve extensiveness. We capture it formally
in the next proposition.

Proposition 6.2. Let 𝐴 be an abstract domain, and 𝐴𝑆 its Smyth lattice. For all extensive functions
𝑓 : 𝐴𝑆 ×𝐴→ 𝐴𝑆 ×𝐴𝑆 , i.e., (𝑄, {𝑎}) ≤ 𝑓 (𝑄, 𝑎) with a component-wise Smyth ordering, the functions

push↓ ◦ 𝑓 ◦ pop push↑ ◦ 𝑓 ◦ pop

are extensive on 𝐴𝑆 .

Proof. The first case is pop(𝑄) = (𝑄\{𝑎}, 𝑎) when 𝑎 is an unknown node in𝑄 . We have (𝑄 ′, 𝐵) =
𝑓 (𝑄 \ {𝑎}, 𝑎) which is extensive, i.e., {𝑎} ≤𝑆 𝐵 and 𝑄 \ {𝑎} ≤𝑆 𝑄 ′. We prove that push↓(𝑄 ′, 𝐵) is
also extensive: 𝑄 ≤𝑆 push↓(𝑄 ′, 𝐵) ⇔ 𝑄 ≤𝑆 Max (𝑄 ′ ∪ 𝐵) ⇔ ∀𝑦 ∈ Max (𝑄 ′ ∪ 𝐵), ∃𝑥 ∈ 𝑄, 𝑥 ≤ 𝑦.
To show that, observe we have Max (𝑄 ′ ∪ 𝐵) ⊆ 𝑄 ′ ∪ 𝐵, hence either 𝑦 ∈ 𝑄 ′ or 𝑦 ∈ 𝐵. If 𝑦 ∈ 𝑄 ′,
then 𝑄 ≤𝑆 𝑄 ′ ≤𝑆 {𝑦}, so ∃𝑥 ∈ 𝑄, 𝑥 ≤ 𝑦. If 𝑦 ∈ 𝐵, then {𝑥} ≤𝑆 𝐵 ≤𝑆 {𝑦} ⇒ 𝑥 ≤ 𝑦. It proves
𝑄 ≤𝑆 push↓(𝑄 ′, 𝐵). The over-approximation case 𝑄 ≤𝑆 push↑(𝑄 ′, 𝐵) is proved in the same way
because we also have Min (𝑄 ′ ∪ 𝐵) ⊆ 𝑄 ′ ∪ 𝐵.
The second case is pop(𝑄) = (𝑄,⊤𝐴) when unknown(𝑄) = {}. We have (𝑄 ′, 𝐵) = 𝑓 (𝑄,⊤𝐴)

which is extensive. The set 𝐵 is either equal to {} or {⊤𝐴}. In the case of an empty set, the push
function is the identity on𝑄 ′. For {⊤𝐴}, we have push↓(𝑄 ′, {⊤𝐴}) = {⊤𝐴} or push↓({}, {⊤𝐴}) = {},
and push↑(𝑄 ′, {⊤𝐴}) = 𝑄 ′. All of which are extensive.
We conclude that both push↓ ◦ 𝑓 ◦ pop and push↑ ◦ 𝑓 ◦ pop are extensive operations. □

6.2 Search tree abstract domain
The search tree abstract domain is an adaptation to constraint reasoning of the disjunctive com-
pletion of abstract interpretation [CC79]. Both are based on the Smyth order. The disjunctive
completion represents disjunctive properties of a program, such as occurring in conditional state-
ments, in order to increase the precision of the approximation. The difference is that the search tree
abstract domain refines the elements one by one using a queuing strategy, whereas the disjunctive
completion usually views the set of elements as a whole. Now we focus on and define the search
tree abstract domain.

Definition 6.3 (Search tree). Let𝐴 be an abstract domain and (push, pop) a queuing strategy. Then
the search tree construction ST (𝐴) = ⟨𝐴𝑆 , ≤,⊔,⊓,⊥,⊤⟩ is an abstract domain with the following
operators:
• The lattice operations are inherited from the Smyth lattice (Definition 2.12),
• 𝛾 (𝑄) def= ⋃

𝑎∈𝑄 𝛾𝐴 (𝑎),
• J𝜑K def

= {J𝜑K𝐴},
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• J𝜑1 ∨ 𝜑2K
def
= J𝜑1K ⊓ J𝜑2K if J𝜑1 ∨ 𝜑2K𝐴 is undefined,

• split (𝑄) def= {𝑠 ∪ unsplittable(𝑄), 𝑡 ∪ unsplittable(𝑄)} where 𝑡 ¤∪ 𝑠 = unknown(𝑄),
• refine def

= push ◦ (id × (split𝐴 ◦ refine𝐴)) ◦ pop

The order relation of the Smyth construction allows us to refine nodes already in the queue, either
through refine or split, or to discard nodes, for instance if split (𝑎) = {}. The concretization of a
queue is the union of the concretization of its elements. The interpretation function encapsulates
the interpretation of the base domain in a singleton set. Initially, the queue will only contain a
single element, before being refined and split. If the base domain does not support disjunction, it
can be represented by a queue with two root nodes, one for each component of the disjunction.

The split operator divides the unexplored state space into two parts. If only unsplittable elements
remain, then this operator maps to a singleton. As we discuss later in Section 8.2, the fact that
the search tree is itself an abstract domain, and has a split operator, enables nested combinatorial
solving in structures such as ST (ST (𝐴)).
The main part of this abstract domain resides in the refinement operator. We first show that

refine is extensive, thus is indeed a refinement operator.

Lemma 6.4. refineST is an extensive function.

Proof. By Lemma 6.2, it is sufficient to prove that (id × (split𝐴 ◦ refine𝐴)) is extensive. We have
(id × (split𝐴 ◦ refine𝐴)) (𝑄, 𝑎) ≤ (𝑄, 𝑎), because 𝑄 is unchanged, and split𝐴 ◦ refine𝐴 is extensive
over 𝑎 by definition, i.e., we have {𝑥} ≤𝑆 (split𝐴 ◦ refine𝐴) (𝑥) for any 𝑥 ∈ 𝐴. □

The next lemma shows that the refinement process terminates whenever there is no unknown
node to explore anymore.

Lemma 6.5. For all 𝑄 ∈ 𝐴𝑆 , refine2ST (𝑄) = 𝑄 ⇔ unknown(𝑄) = {}.

Proof. We prove both directions of the equivalence.
(1) refineST (𝑄) = 𝑄 ⇒ unknown(𝑄) = {}. Assume unknown(𝑄) ≠ {} and 𝑄 is a fixed point of

refineST . Then ∃𝑥 ∈ 𝑄, |𝐵 = split (𝑥) | > 1, but push(𝑄, 𝐵) ≠ 𝑄 because 𝐵 >𝑆 {𝑥}, thus a fixed
point is not reached  .

(2) refine2ST (𝑄) = 𝑄 ⇐ unknown(𝑄) = {}. By the definition of pop, if unknown(𝑄) = {}, we
have pop(𝑄) = (𝑄,⊤𝐴). By Lemma 6.4, 𝐵 = (split𝐴 ◦refine𝐴) (⊤𝐴) is extensive, we necessarily
have {⊤𝐴} ≤ 𝐵, thus 𝐵 = {} or 𝐵 = {⊤𝐴}. In the first case, pushing an empty set results in 𝑄 ,
hence a fixed point. The second case results in {⊤𝐴} if push↓ (see Proposition 6.2). A second
application of refineST ({⊤𝐴}) necessarily yields a fixed point.

□

In comparison to the algorithmic formulation, shown in Section 3.3 with solve, refine is generic
w.r.t. the queuing strategy and it supports infinite over-approximation sequence. With solve,
an infinite sequence prevents the termination of the algorithm. Alternatively, such as explored
in [PMTB13], the termination criterion can be embedded in the algorithm. The issue is that the
termination criterion depends on the nature of the problem solved. Usual termination criteria
include time limit, nodes limit, depth of the search tree or a precision measure on the size of the
elements, as it is often the case in continuous domain. In contrast, the refinement operator can
be called an unbounded number of times until a user-defined precision is reached. In essence, we
delegate the termination problem to the user.

As an example, we now give an abstract domain at the core of continuous constraint programming
obtained from the combination of the abstract domains previously defined.
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Example 6.6 (Continuous constraint programming). In continuous constraint programming, one
is usually interested by finding an over-approximation of the set of all solutions of a logical formula
(see, e.g., [BGGP99, CJ09, AR16]). The core structures and algorithms to solve continuous constraint
satisfaction problems are captured by the abstract domain ST (PP (I(F♯))). In Section 6.4, we study
the properties required by propagators to over-approximate the set of solutions.

6.3 Single solution abstract domain
We show in this section a simple refinement operators combination, and how we can use the results
of Section 5.3 to prove its correctness. The refinement operator of the search tree abstract domain
approximates the entire space of solutions of a formula. It can be modified to search for a single
solution, in which case we will refer to the search tree abstract domain as ST 1. Let 𝑓 : 𝐴𝑆 → 𝐴𝑆 be
a refinement operator over 𝐴𝑆 . We wish to reach a fixed point on the first unsplittable element:

refine def
= stop_on_unsplittable ◦ 𝑓

stop_on_unsplittable(𝑄) def=
{
unsplittable(𝑄) if |unsplittable(𝑄) | ≥ 1
𝑄 otherwise

As stop_on_unsplittable only removes elements from𝑄 , we conclude that it is an extensive operation.
By Proposition 5.11, it is immediate that stop_on_unsplittable◦𝑓 is under-approximating if 𝑓 is under-
approximating. Further, 𝑓 does not need to be monotone because the output of stop_on_unsplittable
is either a fixed point of 𝑓 , or the output of 𝑓 itself. Moreover, if split𝐴 satisfies (2), and the fixed
point of refine is not empty, the formula 𝜑 is guaranteed to be satisfiable. Dually, if 𝑓 is over-
approximating, and the fixed point of refine is empty, then the problem is proven unsatisfiable. Of
course, stop_on_unsplittable is not over-approximating as it removes potential solutions, therefore
the composition stop_on_unsplittable ◦ 𝑓 is not over-approximating. In the case of finite discrete
problems, the underlying abstract domain is both an under- and over-approximation. This situation
is ideal since we always know with certainty if the formula is satisfiable or not.

Example 6.7 (Discrete constraint programming). Propagate and search is a core algorithm in
many discrete constraint solvers such as GeCode [STL14] and Choco [PFL17], and constraint
logic programming systems such as Eclipse [AW07] and GNU Prolog [DAC12]. As an example,
we show the abstract domain of such a solver for the very common case where one looks for a
single solution to a constraint satisfaction problem. The underlying structures and algorithms are
concisely captured by the abstract domain ST 1 (PP (I(Z♯))). As seen in Section 4, this abstract
domain can be adapted to other domains of discourse such as sets. We present in the next two
sections the necessary properties on propagators to guarantee that the refinement operator of this
abstract domain finds a solution if one exists.

6.4 Compositionality of over-approximation
We give a series of results to design correct under- and over-approximating refinement operators
over search trees. We will also apply these results to refineST . The properties studied are generic
with regard to the queuing strategy provided push↓ is used for under-approximation and push↑ is
used for over-approximation.

For generality purposes, we consider node processing functions of the form f : 𝐴𝑆 ×𝐴→ 𝐴𝑆 ×𝐴𝑆 .
Indeed, push ◦ 𝑓 ◦pop is more general than refineST which is just an example of refinement operator.
It encapsulates both the refinement and split operators in a single function. In order to reuse
the definitions given in Sections 5.3 and 5.4, it is useful to extend the concretization function to
Cartesian product. For the input of 𝑓 we have 𝛾 ((𝑄, 𝑎)) = 𝛾ST (𝑄) ∪ 𝛾𝐴 (𝑎), and for its output, we
have 𝛾 ((𝑄, 𝐵)) = 𝛾ST (𝑄) ∪ 𝛾ST (𝐵). This allows us to state the following proposition.
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Proposition 6.8. Let 𝑓 be a node processing function satisfying (4). Then push↑ ◦ 𝑓 ◦ pop is an
over-approximating refinement operator.

Proof. By Lemma 6.2, we know that push↑ ◦ 𝑓 ◦ pop is extensive. Moreover, push↑ is defined as
the meet in the Smyth lattice. From Lemma 5.13, the meet operation preserves over-approximation,
thus push↑ is over-approximating. The function pop is also over-approximating as we have 𝛾 (𝑄) =
𝛾 (𝑝𝑜𝑝 (𝑄)). Therefore, by Proposition 5.16, the function composition push↑ ◦ 𝑓 ◦ pop preserves
over-approximation. □

We can rely on Proposition 5.16 to show that, given two node processing functions 𝑓 and 𝑔
satisfying (4), (push↑ ◦ 𝑓 ◦ pop) ◦ (push↑ ◦ 𝑔 ◦ pop) is an over-approximating refinement operator.
This gives us a correct way to compose over-approximating refinement operators over search
trees. Furthermore, we note that the two queuing strategies do not need to be identical, and that
each refinement operator can be called several times before the other one is called. For instance,
interleaved depth-first search [Mes97] mix breadth- and depth-first search strategies, and could be
expressed in this framework.

However, this composition technique is unusual, as we oftenwish to combine two node processing
functions acting on a same node at the same time, and not on separated nodes of the search tree.
We obtain finer results by viewing the node processing function as the functional composition
𝑝 ◦ 𝑠 ◦ 𝑟 of several components:

𝑟 : 𝐴𝑆 ×𝐴→ 𝐴𝑆 ×𝐴 (refinement)
𝑠 : 𝐴𝑆 ×𝐴→ 𝐴𝑆 ×𝐴𝑆 (split)
𝑝 : 𝐴𝑆 ×𝐴𝑆 → 𝐴𝑆 ×𝐴𝑆 (prune)

As long as these components satisfy (4), their compositions 𝑝 ◦ 𝑠 ◦ 𝑟 is over-approximating as well.
The pruning component has the purpose to cut off some branches of the search tree, thus it is
generally used in the context of under-approximation, that we discuss just next.

6.5 Compositionality of under-approximation
We now discuss the dual case of under-approximation. We saw in the introduction of this section
that the propagator of 𝑥 > 𝑦 is not an under-approximating refinement operator. Formally, the
issue is that the set of fixed points of J𝑥 > 𝑦K do not only yield under-approximations. Nevertheless,
after a sufficient number of splits, this propagator eventually generates under-approximations. In
cooperation with the search tree and a suited split operator, the under-approximating property (1a)
can be recovered. The key is that we do not need to look at all the fixed points of the propagator,
but only at its set of unsplittable fixed points. More precisely, if the unsplittable fixed points of a
node processing function 𝑓 are under-approximating, then push↓ ◦ 𝑓 ◦ pop is under-approximating.
In order to formally describe this statement, we extend the notion of unsplittable elements to node
processing function as follows:

unsplittable(𝑄) def= {𝑎 ∈ 𝑄 | | (𝜋2 ◦ 𝑓 ) (𝑄 \ {𝑎}, 𝑎) | ≤ 1}
unsplittable(𝑄, 𝐵) def= unsplittable(𝑄 ∪ 𝐵)

The definition of pop is adapted accordingly as well.

Proposition 6.9 (Eventually under-approximating). Let 𝑓 : 𝐴𝑆 × 𝐴 → 𝐴𝑆 × 𝐴𝑆 be a node
processing function approximating 𝜑 . For every queue 𝑄 ∈ 𝐴𝑆 , and element 𝑎 = pop(𝑄), if 𝑓 satisfies:

∀𝑢 ∈ unsplittable(𝑓 (𝑎)), 𝛾 (𝑢) ⊆ J𝜑K♭ (5)
then the fixed point of push↓ ◦ 𝑓 ◦ pop is an under-approximation of 𝜑 . Moreover, if the fixed point is
reachable in a finite number of steps, we say 𝑓 is eventually under-approximating.
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Proof. A fixed point 𝑄 of push↓ ◦ 𝑓 ◦ pop is only reached when 𝑄 = unsplittable(𝑄). If 𝑄 is
not a fixed point, we must have (𝑄 ′, 𝐵) = (𝑓 ◦ pop) (𝑄) with |𝐵 | > 1 by definition of pop. Now,
push↓(𝑄 ′, 𝐵) cannot be equal to 𝑄 because {𝑎} ⊔𝐻 𝑄 < 𝐵 ⊔𝐻 𝑄 ′ with 𝑎 = 𝜋1 (pop(𝑄)). Indeed, we
have {𝑎} <𝐻 𝐵 since |𝐵 | > 1, thus 𝐵 ≠ {𝑎}. Therefore, 𝑄 cannot be a fixed point of push↓ ◦ 𝑓 ◦ pop
if it contains unknown elements. □

In order to design an under-approximating refinement operator, we need two things. Firstly,
the fixed point of push↓ ◦ 𝑓 ◦ pop must exist and be reachable in a finite number of steps. This is
for example the case if 𝐴 satisfies ACC; we covered more conditions in Section 5.3. Secondly, as
indicated by the previous proposition, the node processing function must decide if unsplittable
elements are under-approximations. This last condition generalizes to arbitrary lattices the checking
condition of propagators in discrete CSP [Tac09]. In the simpler case of a node processing function
of the form id × (split ◦ refine), such as with refineST , Proposition 6.9 boils down to the following
condition:

split (refine(𝑎)) = {refine(𝑎)} ⇒ 𝛾 (refine(𝑎)) ⊆ J𝜑K♭

It is simpler because the queue 𝑄 is not modified by split or refine.
We now study sufficient conditions to compose eventually under-approximating node processing

function with other extensive functions. The key is that as long as we have an under-approximating
“core” node processing function, we can compose it with other extensive functions while preserving
under-approximation. However, unlike in Section 5.3, we cannot rely on monotonicity because the
split operator is not necessarily monotone.

Example 6.10 (Non-monotone split operator). Consider for example a split over the store of integer
intervals Store(I(Z♯)) which splits on the variable with the largest interval. We develop an example
which shows the non-monotonicity of this split operator.

({𝑥 ↦→ [1..5], 𝑦 ↦→ [1..6]} ≤ {𝑥 ↦→ [1..5], 𝑦 ↦→ [1..4]}
⇒ split ({𝑥 ↦→ [1..5], 𝑦 ↦→ [1..6]}) ≤𝑆 split ({𝑥 ↦→ [1..5], 𝑦 ↦→ [1..4]}))
⇔ {{𝑥 ↦→ [1..5], 𝑦 ↦→ [4..6]}, {𝑥 ↦→ [1..5], 𝑦 ↦→ [1..3]}} ≤𝑆

{{𝑥 ↦→ [1..2], 𝑦 ↦→ [1..4]}, {𝑥 ↦→ [3..5], 𝑦 ↦→ [1..4]}}
⇒ {𝑥 ↦→ [1..5], 𝑦 ↦→ [4..6]} ≤ {𝑥 ↦→ [1..2], 𝑦 ↦→ [1..4]}∨

{𝑥 ↦→ [1..5], 𝑦 ↦→ [1..3]} ≤ {𝑥 ↦→ [1..2], 𝑦 ↦→ [1..4]}
⇒ [4..6] ≤ [1..4] ∨ [1..3] ≤ [1..4]
⇒ false  

Therefore this split operator is not a monotone function.

We introduce different finiteness conditions for non-monotone operators in order to preserve
under-approximation under composition. For generality purposes, we can consider the refinement
operator 𝑓 : 𝐴→ 𝐴 instead of the node processing function np : 𝐴𝑆 ×𝐴→ 𝐴𝑆 ×𝐴𝑆 . Nonetheless,
the following definitions also apply to node processing functions by considering the refinement
operator push↓ ◦ np ◦ pop.

Firstly, an under-approximation is defined as 𝑓 𝑖 (J𝜑K), that is the first element is always an abstract
element obtained from a formula. Therefore, it does not guarantee that an under-approximation
can be reached from J𝜑K ⊔ 𝑎, for any element 𝑎 ∈ 𝐴. The definition of under-approximation can be
extended to take that into account:

∀𝑎 ≥ J𝜑K, ∃𝑖 ∈ N, 𝛾 (𝑓 𝑖 (𝑎)) ⊆ J𝜑K♭ (6)
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Another possibility is to show that 𝛾 is injective, that is, each abstract element uniquely describes
a concrete element, and thus a single logic formula. In that case, the original definition of under-
approximation (1a) is equivalent to (6). However, this is not sufficient to recover compositionality,
for instance, 𝑔 and ℎ in the example above satisfy this condition but are not under-approximating.
The second requirement is to constrain the space on which the refinement operates to satisfy

ACC. Of course, this is the case if𝐴 satisfies ACC. Otherwise, we can check that the set of all chains
generated by 𝑓 is a subset of 𝐴 satisfying ACC:

𝑓 (𝐴) \ fp(𝑓 ) satisfies ACC (7)
This condition implies that a function cannot change forever a state along an execution, and must
stabilize at some points. We note that this condition is immediately satisfied for discrete constraint
solvers which work over finite domains with a finite number of variables. Using this condition, we
can retrieve compositionality of non-monotone under-approximating refinement operators.

Definition 6.11 (Compositional refinement operators). An under-approximating refinement opera-
tor is compositional if it satisfies (6) and (7). An eventual under-approximating node processing
function 𝑓 is compositional if push↓ ◦ 𝑓 ◦ pop is compositional.

Proposition 6.12 (Composition of non-monotone under-approximating refinements). Let
𝑓 : 𝐴→ 𝐴 be a compositional refinement operator under-approximating 𝜑 . Then, for any extensive
function 𝑔 : 𝐴→ 𝐴, 𝑓 ◦ 𝑔 under-approximates 𝜑 .

Proof. Condition (7) ensures us that 𝑓 eventually reaches a fixed point, and condition (6) that
the fixed point is under-approximating. Suppose 𝑓 ◦ 𝑔 generates an infinite chain 𝑥1 < 𝑥2 < . . . <

𝑥𝑘 < . . ., then necessarily we must have an element 𝑥𝑘 , 𝑘 ∈ Z, such that 𝑓 (𝑥𝑘 ) = 𝑥𝑘 , otherwise
condition (7) is violated. By condition (6), 𝑥𝑘 must be an under-approximation since for all 𝑖 ∈ Z,
𝑓 𝑖 (𝑥𝑘 ) = 𝑓 (𝑥𝑘 ). □

Under the same conditions, we can combine node processing function with additional prune and
refinement operators as follows.

Proposition 6.13 (Composition of eventually under-approximating refinements). Let
𝑓 : 𝐴𝑆 ×𝐴→ 𝐴𝑆 ×𝐴𝑆 be a compositional node processing function eventually under-approximating
𝜑 . Then, for any pair of extensive functions 𝑝 : 𝐴𝑆 ×𝐴𝑆 → 𝐴𝑆 ×𝐴𝑆 and 𝑟 : 𝐴𝑆 ×𝐴→ 𝐴𝑆 ×𝐴,

push↓ ◦ 𝑝 ◦ 𝑓 ◦ 𝑟 ◦ pop
under-approximates 𝜑 .

Proof. The function pop only extracts nodes when 𝑓 can split on these nodes. Due to condi-
tion (7), 𝑓 can only split nodes a finite number of times. Hence, regardless of the information added
by the functions 𝑝 and 𝑟 , each element of the queue must become unsplittable. By König lemma
the search tree is finite since each path is finite and each node has a finite number of children. The
leaves of the search tree are unsplittable, therefore it is a fixed point of push↓ ◦ 𝑓 ◦ pop, and by
condition (6), it must be under-approximating. As under-approximations are persistent (Lemma 5.8),
push↓ ◦ 𝑝 ◦ 𝑓 ◦ 𝑟 ◦ pop under-approximates the formula 𝜑 . □

7 OPTIMIZATION PROBLEM
We turn to optimization problemswhere one seeks the optimal solutions of a formula. The optimality
criterion is generally expressed as a function 𝑓 (𝑥1, . . . , 𝑥𝑛) which we seek to minimize or maximize.
In the following, we treat the optimization function as a constraint 𝑥 = 𝑓 (𝑥1, . . . , 𝑥𝑛) where 𝑥 is the
objective variable to optimize. Moreover, we focus on minimization problem as the maximization
problem can be obtained by duality on the operations involving the objective variable.
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Given a logical formula 𝜑 , and an objective variable 𝑥 to optimize, the associated minimization
problem is stated by the following formula:

best(𝜑, 𝑥) def= 𝜑 ∧ ∀𝑦, 𝜑 [𝑥 ↦→ 𝑦] ⇒ ¬(𝑥 > 𝑦) with 𝑦 ∉ FV (𝜑)

There exists an objective variable 𝑥 such that 𝜑 is satisfied and none of the other solutions—in
which every 𝑥 is renamed to 𝑦 so we can compare them—is strictly better. We remark that the
equivalence ¬(𝑥𝑖 > 𝑦𝑖 ) ⇔ 𝑥𝑖 ≤ 𝑦𝑖 does not always hold when the universe of discourse is a partial
order. For instance, with the universe of discourse of sets, we can try to minimize a set variable
in which case several incomparable sets might occur. The concrete solutions space Jbest(𝜑, 𝑥)K♭
of an optimization problem contains a set of incomparable assignments minimizing the objective.
Following multi-objective optimization terminology, we call this set the Pareto front.

In our framework, an under-approximation of the Pareto front is a subset of the best solutions. It
implies that we either find at least one of the best solutions or nothing at all. We are not aware
of any solving techniques using under-approximation in this sense, because it is often better to
find a non-optimal solution rather than nothing at all. Instead, the optimization methods usually
under-approximate the set of all solutions J𝜑K♭ by keeping only the best solutions obtained so far.
In contrast, an over-approximation is a superset of the best solutions. It means that we can discard
solutions of the problem that are provably not the best. We give some definitions that will be useful
to define these two forthcoming optimization algorithms.

Let𝐴 be an abstract domain, 𝑋 be a set of variable, and 𝐷 be a lattice representing the underlying
universe of discourse. We equip 𝐴 with a pair of projective functions ⌊.⌋ : 𝑋 × 𝐴 → 𝐷 and
⌈.⌉ : 𝑋 × 𝐴 → 𝐷𝜕 . Let 𝑎 ∈ 𝐴 and 𝑥 ∈ 𝑋 a variable, we write ⌊𝑥⌋𝑎 the lower bound of 𝑥 in 𝑎, and
⌈𝑥⌉𝑎 its upper bound. We already informally relied on these functions in Example 5.4. We give
several examples of these projective functions on domains introduced in the previous sections:

• Let 𝑎 ∈ Z♯, then ⌊_⌋𝑎
def
= 𝑎 and ⌈_⌉𝑎

def
= ∞.

• Let 𝑎 = [ℓ ..𝑢] ∈ I(𝐴), then ⌊_⌋𝑎
def
= ⌊_⌋ℓ and ⌈_⌉𝑎

def
= ⌈_⌉𝑢 .

• Let 𝑎 ∈ Store(𝐴), then ⌊𝑥⌋𝑎 = ⌊𝑥⌋𝑎 (𝑥) and ⌈𝑥⌉𝑎 = ⌈𝑥⌉𝑎 (𝑥) .
• Let 𝑄 ∈ ST (𝐴), then ⌊𝑥⌋𝑄 =

d
𝑎∈𝑄 ⌊𝑥⌋𝑎 and ⌈𝑥⌉𝑄 =

d
𝑎∈𝑄 ⌈𝑥⌉𝑎 .

As an example, consider𝑄 = {[0..2], [−1..1], [1..3]} ∈ ST (I(Z♯)). We have ⌊_⌋𝑄 =
d
Z♯ {0,−1, 1} =

−1 and ⌈_⌉𝑄 =
d
(Z♯)𝜕 {2, 1, 3} = 3.

We present in the next sections two refinement operators encapsulating two optimization algo-
rithms on top of the search tree abstract domain. The first one is based on an under-approximating
abstract domain, and is the optimization algorithm found in most discrete constraint solvers.
The second one over-approximates the set of best solutions, and is generally found in numerical
constraint solvers.

7.1 Under-approximating branch-and-bound
Let 𝐴 be an under-approximating abstract domain and ST (𝐴) its search tree. An inefficient opti-
mization method is to compute the fixed point of refineST , and then to keep only the best solutions.
There is a better algorithm called branch-and-bound (BAB) which tracks the best solutions found so
far, and prunes subtrees when they cannot improve at least one of the solutions. We adapt refineST
with two new functions filter_best𝑥 : 𝐴𝑆 → 𝐴𝑆 and minimize𝑥 : 𝐴𝑆 ×𝐴→ 𝐴𝑆 ×𝐴. The subscript 𝑥
in the name of these functions is the objective variable. The first function filters the non-optimal
unsplittable elements from the queue. It is defined as follows:

filter_best𝑥 (𝑄) = unknown(𝑄) ∪ {𝑎 ∈ unsplittable(𝑄) | ∀𝑏 ∈ unsplittable(𝑄), ¬(⌊𝑥⌋𝑎 > ⌊𝑥⌋𝑏)}
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This function is extensive as it can only remove nodes from 𝑄 . It actually computes an antichain
on the unsplittable elements, similarly to Min 𝑆 on a set 𝑆 , but projected on the objective variables
only. The second function constrains each new explored node to lead to a better solution, if any.

minimize𝑥 (𝑄, 𝑎) = (𝑄, 𝑎 ⊔𝐴 J
∧
𝑏∈𝐵
¬(𝑥 > ⌊𝑥⌋𝑏)K𝐴) with 𝐵 = unsplittable(𝑄)

The objective variable of the abstract element 𝑎 must not be worst than any of the known solutions.
In the case that the universe of discourse is totally ordered, the minimization constraint boils down
to J𝑥 ≤ ⌊𝑥⌋𝐵K𝐴, or J𝑥 < ⌊𝑥⌋𝐵K𝐴 to find a strictly better solution.
We assemble these two functions together by modifying the refinement operator of the search

tree as follows:

ua_minimize𝑥
def
= push ◦ (id × (split𝐴 ◦ refine𝐴)) ◦minimize𝑥 ◦ pop ◦ filter_best𝑥

We notice that the new functions are added in a modular way, as existing functions composing
refineST are left unchanged. We summarize the properties of the refinement operator ua_minimize𝑥 ,
in a slightly more general form, w.r.t. the concrete domain in the next two propositions.

Proposition 7.1. Let 𝑓 be a compositional refinement operator eventually under-approximating 𝜑 ,
then

push ◦ 𝑓 ◦minimize𝑥 ◦ pop ◦ filter_best𝑥
under-approximates 𝜑 .

Proof. By Proposition 6.13, 𝑟 def
= push◦ 𝑓 ◦minimize𝑥 ◦pop is under-approximating asminimize𝑥

is extensive. Moreover, by Proposition 6.12, 𝑟 ◦ filter_best𝑥 is under-approximating as filter_best𝑥
is extensive. □

Proposition 7.2. Let 𝑓 be a compositional refinement operator over-approximating and eventually
under-approximating 𝜑 , then

push↑ ◦ 𝑓 ◦minimize𝑥 ◦ pop ◦ filter_best𝑥
exactly represents best(𝜑, 𝑥).

Proof. We must show that 𝑟 def
= push↑ ◦ 𝑓 ◦ minimize𝑥 ◦ pop ◦ filter_best𝑥 under- and over-

approximates best(𝜑, 𝑥). Let 𝑄 be 𝑟 𝑖 (Jbest(𝜑, 𝑥)K) for any 𝑖 ∈ N.
Over-approximation case: filter_best𝑥 only removes an element 𝑎 ∈ 𝑄 if there is another element

𝑏 ∈ 𝑄 such that ⌊𝑥⌋𝑎 > ⌊𝑥⌋𝑏 . If this is the case, then 𝛾 (𝑎) ∩ Jbest(𝜑, 𝑥)K♭ = {}, as the best
assignment in 𝛾 (𝑎) has a value of 𝑥 strictly greater than another assignment in 𝛾 (𝑏). Therefore,
filter_best𝑥 over-approximates best(𝜑, 𝑥). The function minimize𝑥 follows the same reasoning. As
the composition of over-approximation preserves over-approximation (by Proposition 5.16), and
that push↑ ◦ 𝑓 ◦ pop is over-approximating by definition, 𝑟 is over-approximating.
Under-approximation case: By Proposition 7.1, 𝑟 under-approximates 𝜑 . We note that using the

over-approximating push↑ is necessary to avoid losing solutions, but it does not change the fact 𝑟 is
under-approximating. Suppose 𝑄 is a fixed point of 𝑟 . If 𝑟 does not under-approximate best(𝜑, 𝑥),
then there is an element 𝑎 ∈ 𝑄 which is a non-optimal solution, i.e., ⌊𝑥⌋𝑎 > ⌊𝑥⌋𝑏 for an element
𝑏 ∈ 𝑄 . In this case, filter_best𝑥 removes 𝑎 from 𝑄 , thus 𝑄 was not a fixed point of 𝑟  .

Therefore, the function 𝑟 is both an over- and under-approximation, thus exactly represent
best(𝜑, 𝑥). □
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7.2 Over-approximating branch-and-bound
We generalize to abstract domains a standard branch-and-bound algorithm from the field of global
optimization, as described in the survey of Araya and Reyes [AR16]. This algorithm corresponds to
the computation of an over-approximation of Jbest(𝜑, 𝑥)K♭. The structure of the algorithm is similar
to the under-approximating BAB. In the context of a minimization problem, the main addition is to
keep track of an interval [𝑙𝑏..𝑢𝑏] such that the optimal values in Jbest(𝜑, 𝑥)K♭ are included in this
interval. A first over-approximation of this interval, for an objective variable 𝑥 and a queue 𝑄 , is
[⌊𝑥⌋𝑄 ..⌈𝑥⌉𝑄 ].
One of the crucial components of an over-approximating BAB is the upper-bounding procedure.

It consists in finding a feasible point inside an abstract element, and to use this point to prune
the upper bound. In other words, the upper-bounding function extracts an under-approximation
from an abstract element. As surveyed in [AR16], there exists many upper bounding procedures. A
simple upper-bounding consists in extracting the middle point of an element, and checking for its
satisfiability. We take a general approach by equipping an abstract domain 𝐴 with an extensive
function extract : 𝐴→ 𝐴. For all 𝑎 ∈ 𝐴, 𝑎 ≥ J𝜑K, we require extract (𝑎) to under-approximate the
initial formula 𝜑 , i.e., (𝛾 ◦extract) (𝑎) ⊆ J𝜑K♭. This function guarantees that if split (extract (𝑎)) ≠ {},
the projection of the objective variable in extract (𝑎) is a certified upper bound of the problem.
We note that any under-approximating refinement operator is an extraction operator as well:
extract def

= refine𝑖 . When an under-approximation cannot be efficiently found, this function can
safely return ⊤.
Due to partial domains of discourse, we consider a set of incomparable upper bounds. The

underlying lattice is given by the Hoare lattice (𝐷𝜕)𝐻 . Indeed, we can either refine an existing
upper bound, or find a new one. Therefore, the branch-and-bound refinement operator works over
the lattice OT = ST (𝐴) × (𝐷𝜕)𝐻 .

Nowwe create two new functions to obtain our over-approximating BAB. The first one constrains
every popped node to not be worst than any of the current upper bounds:

minimize𝑥 ((𝑄,UBs), 𝑎) = ((𝑄,UBs), 𝑎 ⊔𝐴 J
∧
𝑢∈UBs

¬(𝑥 >𝐷 𝑢)K𝐴)

Whenever a popped node has a lower bound that is greater than a known upper bound, we can
safely discard this node because it will not improve any upper bound. The second function is
the upper-bounding procedure upper_bounding𝑥 (𝑄,UBs, 𝑎), which given a queue 𝑄 and a set of
upper-bounds UBs, extracts an upper bound 𝑢 of 𝑎 and discards all the elements in 𝑄 with a lower
bound greater than 𝑢, following the same principle than in minimize𝑥 .

upper_bounding𝑥 ((𝑄,UBs), 𝑎) ={
(({𝑐 ∈ 𝑄 | ¬(⌊𝑥⌋𝑐 >𝐷 ⌊𝑥⌋𝑏)},UBs ⊔ {⌊𝑥⌋𝑏}), 𝑎) iff {𝑏} = extract (𝑎) ∧ ∀𝑢 ∈ UBs, ¬(⌊𝑥⌋𝑏 >𝐷 𝑢)
((𝑄,UBs), 𝑎) otherwise

When an under-approximation can be found, that is {𝑏} = extract (𝑎), we check that the objective
value of 𝑥 in 𝑏 is not worst than a known upper bound. If these two conditions are fulfilled, we
update the set of upper bounds UBs with the new bound ⌊𝑥⌋𝑏 . We also remove from𝑄 all the nodes
with a lower bound greater than this new upper bound. Now we can assemble these two functions
into an over-approximating BAB refinement operator:

oa_minimize𝑥
def
= push↑ ◦ (id × split𝐴) ◦ upper_bounding𝑥 ◦ (id × refine𝐴) ◦minimize𝑥 ◦ pop

ACM Trans. Program. Lang. Syst., Vol. 0, No. 0, Article 0. Publication date: 2021.



0:36 P. Talbot, A. Jung, K. Ueda, and P. Van Roy

Similarly to the under-approximating BAB,we can prove that oa_minimize𝑥 is an over-approximating
refinement operator.

Proposition 7.3. Let 𝐴 be an over-approximating abstract domain. Then the refinement operator
oa_minimize𝑥 over-approximates best(𝜑, 𝑥).
Proof. By Proposition 5.16, it is sufficient to show that minimize𝑥 and upper_bounding𝑥 are

over-approximating. In order to show that, it is useful to show that for each 𝑢 ∈ UBs, there is no
solution 𝑠 ∈ Jbest(𝜑, 𝑥)K♭, such that 𝑠 (𝑥) > 𝑢. If that was the case, then 𝑠 would be less optimal
than the solution we found with upper bound 𝑢, which is not possible. Therefore, minimize𝑥
preserves over-approximation by interpreting ¬(𝑥 > 𝑢) for every 𝑢 ∈ UBs in an element 𝑎. The
same reasoning applies to upper_bounding𝑥 . It also preserves over-approximation by removing
all elements which cannot have a better optimal value 𝑥 than an existing solution. Therefore,
since both functions and 𝐴 are over-approximating, we conclude that oa_minimize𝑥 preserves
over-approximation. □

This algorithm does not seem to be adapted to work with exact abstract domain. The reason is
that, for exact solving such as in discrete constraint satisfaction or optimization problems, finding an
under-approximation is computationally expensive. Therefore, computing an under-approximation
with the function extract might be as hard as solving the initial problem.

We have generalized to partial order and proved correct two refinement operators which imple-
ment two standard branch-and-bound algorithms. In particular, the over-approximating BAB show-
cases a synergy between under-approximation, with the function extract, and over-approximation.
The manipulation of both kind of approximations in a single algorithm is crucial in many fields, such
as in integer linear programming where it is routine to relax a discrete problem to its continuous
version, thus to compute an over-approximation in order to find quicker an under-approximation
(or an exact solution).

8 DISCUSSION AND RELATEDWORK
We now informally discuss other abstract domains capturing other solving techniques and problems.

8.1 Existing abstract constraint solvers
Constraint programming solver. This paper finds its roots in earlier work by Benhamou [Ben96]

and more specifically Pelleau et al. [PMTB13]. The framework in [PMTB13] only considers over-
approximating refinement operators, thus it is mostly useful for continuous constraint programming.
A lattice-based constraint programming solver is proposed by Fernández and Hill [FH04] for the
domain of indexicals over intervals. Indexicals are a constraint language to construct propagators
which automatically fulfil certain properties [VHSD91, VHSD98]. The framework of Apt [Apt99,
Apt00] describes propagators over ordered structures. We discussed it in Section 5.2. Our work
can be viewed as extending these previous approaches with the formalization of non-monotone
refinement functions, and the search tree and optimization problem abstract domains. In particular,
search strategies can now be thought as functions, similar to propagators, but over the search tree.

SAT solver. Abstract conflict driven learning (ACDL) [DHK13] is a generalization of the conflict
driven clause learning (CDCL) algorithm in SAT solver [SS96] to lattice domains. ACDL and our
work share the same foundation, and are both based on abstract interpretation. Both work should
be seen as complementary.

On the first hand, ACDL formalizes conflicts learning which is not tackled in the present paper.
Conflict learning is treated as an under-approximation operator over 𝐷♭ \ J𝜑K♭, that is the set
of counter-examples of a formula 𝜑 . Therefore, a conflict is an abstract element which does not
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admit any solution in 𝜑 . Hence, there is a duality between over-approximation used for deduction
and under-approximation used for learning. In the present paper, we considered both under- and
over-approximation for deduction, and we did not formalize conflict learning. An alternative view
of conflict learning in our framework is to view it as a refinement operator over the search tree. As
a conflict is a new fact, we can add it conjunctively in any abstract element. Moreover, as a conflict
is a general fact, we can add it conjunctively in all abstract elements of a queue.
On the other hand, we developed a theoretical framework which attempts to reduce the gap

between theory and practice. We can give three differences with ACDL where our formalism is
more practical. Firstly, we do not rely on the concretization function to describe our algorithms,
whereas ACDL relies on 𝛾-completeness as a stop criterion. Secondly, their formalization depends
on the down-set and up-set completions which we argued in Section 2.2 were not practical. Thirdly,
the refinement operator, called transformer in their work, is necessarily monotone, which we have
shown was not a necessary requirement for all purposes. Once again, this is in order to reduce the
gap between theory and solver implementation [ST09]. There are more differences that go in this
direction such as their split operator, called an extrapolation operator, which only allows binary
branching.
In addition, we discuss two aspects relevant to the lattice-theoretic presentation of ACDL and

ours, which might be confusing when reading both works. In abstract interpretation, the more
we interpret a program, the more possible values a variable can take. This is dual to constraint
reasoning where the more we progress, the less possible values a variable can take. In ACDL, they
chose to keep the same order direction than in abstract interpretation, thus the transformers are
reductive functions—they go from ⊤ to ⊥ in the lattice. In contrast, we chose to keep the intuition
conveyed by domain theory [Sco82] in which ⊥ represents the lack of information (the initial
state), and as the computation progresses we go upwards in the lattice. By the duality principle
of lattices, this does not change any theorems or results, hence it is only a matter of presentation.
A second aspect is that ACDL transformers over-approximate the greatest fixed point of some
concrete functions. Instead, we chose to explain approximations w.r.t. a concrete element instead
of the function computing this concrete element, which would be defined as 𝑓𝜑

def
= _𝑐.𝑐 ⊔♭ J𝜑K♭

in our framework. We believe it removes a small formal indirection which helps in making the
definitions more understandable. In terms of fixed point, the refinement operators presented under-
or over-approximate the least fixed point of 𝑓𝜑 (it is the greatest fixed point in ACDL due to the
order reversal).

Linear programming solver. Abstract interpretation has relied on linear programming techniques
since its inception with the polyhedron abstract domain [CH78]. However, there are at least two
key differences with linear programming solvers. Firstly, an abstract domain implements additional
operators such as the join or meet, which are not commonly studied in linear programming. For
this reason, a polyhedron usually relies on a double description method: a constraint representation
from linear programming, and a generator representation to implement efficiently the join and
order relation. Secondly, linear inequalities over integers are generally relaxed to rational numbers
in abstract analyser for efficiency reason [JM09]. For these two reasons, a polyhedron is quite
different from an abstract linear programming solver. We give in the next section several hints on
using our abstract framework to design an abstract integer linear programming solver.

8.2 Prospective abstract constraint solvers
Mixed integer programming. Mixed integer programming is an optimization program containing

linear inequalities with both continuous and discrete variables. We write ®𝐷 the set of discrete
variables. A standard algorithm for this problem consists in two steps: relaxation and splitting.
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First, we relax the entire problem to continuous variables, and compute a solution 𝑆 of the problem.
As the set of integer solutions under-approximates the set of continuous solutions, whenever the
variables ®𝐷 in 𝑆 are integer, then 𝑆 is also a solution of the initial problem. Otherwise, suppose a
variable 𝑥 ∈ ®𝐷 equals to 2.5 in 𝑆 , then we create two subproblems with the constraints 𝑥 ≤ 2 and
𝑥 ≥ 3 to force the integrality constraints. The problem is then solved recursively. The search tree
abstract domain can be used as a basis for this method. Moreover, thanks to our generalization, the
under-approximating BAB algorithm is readily available to find the optimal solution. There are
numerous other methods such as cutting planes and column generation, that can be studied from
the perspective of abstract domains. The main goal is to investigate if these solving methods are
generalizable to abstract domains.

Multi-objective optimization. We often need to optimize several variables at once, for instance
to minimize the cost and the total time of a manufacturing process. The set of best solutions in
multi-objective optimization forms a partial order, in contrast to a total order in single objective
optimization. Therefore, the best solution is not necessarily unique. For instance, consider {cost ↦→
1, time ↦→ 2} and {cost ↦→ 2, time ↦→ 1}, there is no solution that dominates the other. One of
the main algorithms to solve multi-objective optimization problems is branch-and-bound, and it
is usually studied over linear programs [PG17]. This multi-objective variant of BAB already fits
in the abstract domain we presented in Section 7. The key is that we relied on partially ordered
universe of discourse which also include bound sets instead of single bounds. Lifting multi-objective
optimization techniques, in particular finding better bounds set, to a lattice-theoretic framework
might be valuable to various abstract domains.

Multilevel programming. Multilevel programming is a class of problems where a constraint of the
problem is itself a satisfaction or optimization problem. It was first described for two layers, namely
bilevel programming, in [BM73]. Recently, multilevel problems were studied in the context of
constraint programming [CS14], where a sub-problem is captured as a propagator. These problems
can be modelled by nesting Smyth lattices for each layer of the problem: the refinement operator of a
layer can call the refinement operator of the layers below to obtain the solutions of the sub-problems.
This class of problems also echoes with the concept of deep guards and encapsulated search in
constraint logic programming and Oz [SSW94]. Further investigation is required to connect the
semantics of these language features to Smyth lattices.

Local search. Local search is a class of incomplete optimization algorithms as they cannot prove
optimality or unsatisfiability. Nevertheless, local search is useful for solving large problems where
complete methods are not efficient. In a nutshell, a local search algorithmmoves from one solution to
another, by modifying the value of one or more variables, in order to improve an objective function.
In this sense, they can be seen as functions under-approximating the space of a formula. Although
the state space explored might be viewed as a lattice, it is difficult to view local search algorithms
as extensive functions. One of the reasons is that local search allows us to move to a solution worst
than the current one, in order to escape local minima. Moreover, they might reexplore previously
encountered states which contradicts the extensive property. For these reasons, it seems challenging
to come up with an ordering structure capturing the essence of local search. Nevertheless, some
variants of local search such as large neighbourhood search [Sha98] relies on complete methods
to solve smaller parts of the problem. Alternatively, we could view a local search algorithm as a
black box function for computing under-approximations useful to accelerate the convergence of a
complete algorithm, with a role similar to the upper-bounding procedure of BAB.
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8.3 Combination of abstract constraint solvers
Cooperation among constraint solvers can also be captured as abstract domains. The Cartesian
product allows us to compose different abstract domains, but it does not allow to exchange infor-
mation among domains. The reduced product is a Cartesian product equipped with a reduction
operator allowing the exchange of information [CC79]. It was recently shown that theories in SMT
solvers could be combined using the framework of abstract interpretation with such a reduced
product [CCM13]. In the context of our framework, we described how to create various cooperation
schemes elsewhere [TMT20].

8.4 Concurrent constraint programming
Concurrent constraint programming (CCP) is a paradigm in which concurrent processes communi-
cate through a shared global store of constraints [SR89, Sar93]. The particularity of this paradigm
is to compute with partial information expressed as constraints. The write and read primitives are
then replaced by the tell and ask primitives over a constraint store. We have tell(𝑐) for adding
a constraint 𝑐 into the store and ask(𝑐) for asking if 𝑐 can be deduced from the store. Concurrency
is treated by requiring the store to growmonotonically, i.e., removal of information is not permitted.
For example, if the store initially contains 𝑥 > 5, adding 𝑥 > 2 will not change the store and 𝑥 < 2
will fail the whole computation due to contradictory information.

This computational model is deceptively simple. Indeed, CCP and its nondeterministic extension
subsume a wide array of paradigms including logic programming, concurrent logic programming,
constraint logic programming, and dataflow languages. This generality stems from the “global
store of constraints” which is an element of a constraint system. CCP is generic in a constraint
system, and therefore the paradigm mentionned above can be embedded in CCP by using the
right constraint system, e.g., Herbrand constraint system for (concurrent) logic programming, or
Kahn constraint system for dataflow programming [SRP91]. One interesting trait of CCP is that
the theorems established on CCP programs are valid for every constraint system.
We can view a constraint system as a lattice, and the processes as closure operators (extensive,

monotone and idempotent functions) over this lattice. Any CCP programs is guaranteed by syntactic
construction to be a closure operator. This implies that the closure property is preserved under
composition of CCP programs “for free”. In the context of this paper, it is tempting to investigate CCP
to write correct by construction under- and over-approximating refinement operators. However,
although CCP is a powerful paradigm from the mathematical perspective, it suffers from two
practical shortcomings that can be addressed in conjunction with our framework.
Firstly, from our study of refinement operators, we understand that monotonicity is important

to compose under-approximating refinement operators, see, e.g., Proposition 5.11. Idempotence is
important to guarantee the existence of a fixed point because the image of an idempotent function
is also its set of fixed points. However, idempotence and monotonicity are not always practical. For
idempotence, recall that the parallel composition of the fixed point of refinement operators is often
not as efficient as their functional composition (Section 5.3). Therefore, it is important to observe
and combine internal steps towards the fixed point. In addition, not all refinement operators are
monotone as shown in [ST09] or by the refinement operators over the search tree.
Secondly, the semantics of CCP is formalized for an ideal mathematical representation of the

constraint system (the concrete domain) over which it is not always realistic to compute. For
instance, let 𝑠♭ be the current concrete store, the operator ask(𝜑) is defined as 𝑠♭ ⊆ J𝜑K♭. That is,
we can deduce 𝜑 from the store if the current solutions of the store are included in the solutions of
𝜑 . In other words, adding 𝜑 to the store does not further constrain the solutions. Computing the set
of solutions of a formula 𝜑 might be impossible or too expensive. Actually, in an implementation of
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CCP over finite domains, namely cc(fd), they used a relaxed version of the ask operator [VHSD98].
Formally, this can be expressed generically in our framework by viewing the store as an abstract
domain, and the ask operator as an under- or over-approximating operator.

The compositional conditions we established along this work might be a basis to extend CCP to
abstract domains. We took a step in this direction by designing spacetime programming [Tal19], an
extension of CCP to lattices, which relaxes idempotence and monotonicity properties of processes.
However, the spacetime paradigm does not take into account under- and over-approximation
properties, thus much remains to be done in this area.

9 CONCLUSION
We have lifted the components of a discrete and continuous constraint programming solvers to
a very general lattice-theoretic framework. In this framework, the data structure of a constraint
solver is viewed as a lattice, and the solving algorithm as an extensive function over this lattice.
Lattices with extensive functions are packaged together in abstract domains, a concept widely
studied in the field of abstract interpretation.

Based on this framework, we have built various constraint solvers in an incremental way. Each
component of the solver is isolated in a suited abstract domain, and more expressive abstract
domains are derived from more basic ones. This hierarchy of abstract domains captures the domain
of variables, propagators, search trees and branch-and-bound optimization algorithms. For the first
time, we obtain a framework in which the constraint model and the control aspects are unified.
Our long term project is to design a new programming language in which data structures are

lattices and programs are under- or over-approximating refinement operators. We have studied
compositional properties of refinement operators which will help us to carry on this task.
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